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ABSTRACT 

Shallow energy piles are these days 
internationally being implemented for 
serving as heat exchanging media between 
the ground and the building in addition to 
supporting structural loads. This research 
aims at providing the basic concepts for the 
application of energy piles for a portion of 
the total demands of high-rise buildings in 
Ethiopia, specifically heating and cooling 
demands. Preliminary estimation of the 
number of energy piles to cover a certain 
portion of the total heating and cooling 
demands of a selected building in Addis 
Ababa showed the potential for its 
application in the future. Investigation of the 
behaviour of energy piles due to the action 
of cycling heating and cooling loads by 
using finite element software TOCHNOG 
were also performed by employing the 
appropriate hypo-plasticity constitutive 
model for the soil layers. The measured 
values of the thermo-mechanically loaded 
pile were reasonably simulated by the finite 
element model. The coupled thermo-
mechanical cyclic thermal and mechanical 
loads were found to reduce the settlements 
of the foundation significantly, which can be 
considered as an additional advantage of 
this foundation technique for high rise 
buildings. 

Key words: energy piles, finite element 
analysis, HVAC, hypo plasticity. 

INTRODUCTION 
 

In this world of increasing development 
activities due to urbanization, the energy 
demand is growing rapidly. Since most of 
the traditional sources of energy are 
associated with environment pollution, it is 
desirable to seek for more modern and 
renewable energy sources. Geothermal 
energy is among such sources, which is 
capable of minimizing the carbon-dioxide 
(CO2) emission and promotes compliance 
with international environment obligations 
such as the Kyoto and Toronto targets [1, 2]. 

There are two common types of applications 
of geothermal energy, namely deep 
geothermal and near surface geothermal 
technologies. While deep geothermal 
technologies exploit deep reservoirs with 
temperatures higher than 100oC, near 
surface geothermal technologies exploit heat 
energy stored at shallow depth, i.e. 
commonly not deeper than approximately 
200 m. Down to a depth of approximately 
5 m, thermal energy absorbed from solar 
radiation energy plays a significant role. 
Since the groundwater and soil particles 
have high heat storage capacities, it is 
nowadays common practice to use the 
shallow sources for a certain portion of the 
energy demand of buildings through 
structural elements such as energy piles and 
retaining walls [3]. The good thermal 
storage and conductivity of concrete makes 
these structures ideal heat exchange media. 

mailto:henok.fikre@aait.edu.et
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High density polyethylene pipes, in which a 
heat carrier fluid circulates, installed within 
the concrete structures extract the 
geothermal energy from the ground [4]. 

According to [4, 5], the ground temperature 
tends to be constant below approximately 10 
- 15 m with the magnitude depending on the 
location (10 – 15oC in Europe and 20 - 25oC 
in Africa). These temperature ranges are 
sufficient to allow heating and cooling of 

buildings in winter and summer 
respectively. Thermal structures like energy 
piles are frequently incorporated in to 
buildings in Austria, Germany and 
Switzerland [1, 6]. The technology is 
presently attaining more practical 
application all over the world [8 - 10]. Some 
of the successful applications of energy piles 
for covering the heating, ventilation and air 
conditioning system (HVAC) demands of 
buildings have been summarized in Table 1. 

Table 1. Worldwide energy pile applications for covering the HVAC demands of buildings 

Building Location Total no. of piles Energy piles Dimension Serving 

Lainzer  tunnel Vienna 59 1/3 of total 1.2 m diam. 
17.1 m length 

Heating/cooling (214 
MWh) 

SFIT Lausanne 440 300 0.9-1.5 m diam. 
30 m length 

85% of HVAC demand 

HochVier Frankfurt 302 212 1.86m diam. 
27 m length 

HVAC 

Keble building Oxford 61 all 0.45 m diam. 
12 m length 

full HVAC demand 

 
Application of the energy piles at Swiss 
Federal Institute of Technology in Lausanne 
and Dock Midfield Airport in Switzerland 
showed that the additional cost of 
implementing energy piles has already been 
compensated with the energy savings only 
within eight years [11]. Based on these and 
other experiences, a preliminary analysis has 
been performed regarding the application of 
shallow energy piles in Addis Ababa based 
on the demand analysis of a selected high-
rise building, to cover a certain portion of its 
heating and cooling demands.  

Understanding the effects of temperature 
variations on the mechanical behaviour of 
the foundation and the ground is a key factor 
for an optimized application of energy piles 
in any parts of the world. To that effect, 
many in-situ tests have been performed on 
different ground conditions to reveal the 
behaviour of energy piles [12, 13]. Even if 

there have been research activities to model 
the behaviour of energy piles using 
numerical tools, there are still gaps to 
acquire material models which represent the 
cyclic loading scenario with close proximity 
to real behaviour depicted during in-situ 
measurements. This research further 
addresses the behaviour of a thermo-
mechanically loaded pile in layered soils, 
due to cyclic thermal loading using finite 
element method by applying appropriate 
constitutive model for the soil by validating 
the experimental results of Laloui et al. [11].  

Energy Demands in Ethiopia and 
introduction of energy piles for HVAC 
demands 

The Ethiopian energy sector faces the dual 
challenges of limited access to modern 
energy and heavy reliance on traditional 
biomass energy sources to meet the ever-
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growing demands, which is associated with 
environment pollution [14]. In recent years, 
despite the fact that the country has been in 
continuous economic growth, there is a 
challenge to get the required energy supply 
to sustain this growth into the future.  

According to Mondal et al. [14], more than 
80% of the energy in Ethiopia remains to be 

consumed by rural and urban households 
until 2030 as shown in Fig. 1, dominantly 
meant for cooking and heating purposes. 
However this will be associated with 
environment pollution due to the 
tremendous CO2 emission. It is thus 
important to look for sustainable renewable 
energy sources targeted to cover a 
significant portion of this demand.  

 
 

  Fig. 1 Sector-wise percentage share of energy consumption in Ethiopia [14] 
 
The percentage shares of urban household, 
transport and industry sectors show gradual 
increase with time while that of rural 
household decreases, due to development 
activities and increased urbanization. These 
sectors have heating and cooling demands in 
addition to the basic energy needs.  

As experienced in the other parts of the 
world, shallow geothermal energy can be 
considered as a viable renewable energy 
source forth industry as well as household 
purpose, which can be associated with the 
foundation elements. If piles are 
accompanied by energy accessories from the 
ground, the energy production doesn’t 
depend on the building area in contrary to 
solar energy, rather on the pile contact area 
with the ground, which is entirely dependent 
on the pile geometry.  

Even if the energy extracted from the pile 
foundation shall be calculated based on 
detailed three - dimensional analyses, Brandl 
[15] provided design guidelines for general 
feasibility studies which can show the 
potential of using energy piles. Accordingly, 
the energy volume that can be extracted 
from thermo active energy piles can be 
estimated as a function of the pile diameter, 
D, as follows: 

o pile foundations, with piles D = 0.3 - 
0.5 m: 40 - 60 W per meter run, 

o pile foundations, with piles D > 0.6 
m: 35 W per m2 earth-contact area 

In the design and analysis of energy 
foundation, one of the first important tasks is 
analysing the energy demands of the 
building for HVAC demands. This value is 
considered when deciding the dimension of 
the foundation. Spacing, diameter & length 
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as well as the number of piles with assigned 
dimensions will be evaluated if the energy 
extracted fulfils the cooling and heating 
requirement of the building.  

According to [16], the heating and cooling 
demands of residential and commercial 
buildings in Africa accounts for about 20 % 
and 52 % of their total energy demands, 
respectively. Although detailed analyses 
need to be performed, the Author of this 
research estimates the HVAC demand of 
buildings in Addis Ababa to be 20 – 30 % of 
the total energy demands. This research is 
aimed at demonstrating the possibility of 
covering this amount of energy demands by 
the use of energy piles. The already 
constructed 4B+G+32 United Bank Head 
Quarter building was chosen for the 
preliminary demand and supply analysis of 

energy from shallow geothermal sources in 
Addis Ababa. The structure was built on 
3,338 m2 area of land and the main tower of 
the building was supported by 282 cast in-
situ reinforced concrete piles of 28 m length 
and 0.8 m diameter spaced at 2.4 m. The 
contact area of a single pile with the soil is 
thus found to be 70.37 m2, which is used for 
the estimation of the required number of 
piles. The total energy demands of the 
building was assessed to be 2,698 KVA; 
among which, 761.44 KVA or 609.15 kW, 
is required for heating and cooling (HVAC) 
of the building, which accounts for 28.22 % 
of the total demands. The number of energy 
pile required for fulfilling the cooling and 
heating demands of the building are 
determined according to the aforementioned 
pre-design method of Brandl [15] as 
illustrated in Table 2.  

Table 2: Comparison of the amount of energy extracted from different number of energy piles 

No. of 
Energy 

Piles 

% Energy 
Pile/ Total 
No. Piles 

Total 
Contact 

Area(m2) 

Amount of 
energy 

extracted 
(kW) 

Energy 
required for 

HVAC 
system(kW) 

%Extracte
d/Required 

50 17.73 3518.58 123.15 609.15 20.22 
75 26.60 5277.87 184.73 609.15 30.33 
150 53.19 10555.74 369.45 609.15 60.65 
200 70.92 14074.32 492.60 609.15 80.87 
249 88.30 17522.53 613.29 609.15 100.68 

It can be observed that the total HVAC 
demand of the building can be covered by 
using 249 energy piles, i.e., 88.3 % of the 
total number of structural piles. It is also 
possible to produce a portion of the total 
HVAC demand of the building by reducing 
the piles. Consequently, half and a quarter 
number of the total number of piles could 
produce about 60 % and 30 % of the total 
HVAC demand, respectively.  

1 . Predicting settlements of energy piles 
due to coupled cyclic thermo-
mechanical actions 

Understanding the behaviour of energy piles 
due to the combined actions of mechanical 
and cyclic thermal loads in layered soils is 
the key for the successful application of the 
technology. Numerical methods are among 
the approved methods of analysis for such 
type of complex structures in the European 
code [17]. Owing to its layered formation 
the in-situ measurements of [11], performed 
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on one of the piles of a four-story building at 
Ecole Polytechnique Federal de Lausanne 
(EPFL), has been considered for further 
analysis.  

The building with a ground area of 100 m x 
30 m is founded on 97 bored piles with a 
pile length of Lp = 25.8 m and a diameter of 
dp = 0.88 m. The groundwater level is 
located close to the ground surface. The 
mechanical load acting on the test pile 
corresponds to the dead weight of the 
building under construction. The thermal 
load was induced by a heating device 
controlling the temperature of the water used 
as heat carrier fluid in the PE tubes. The two 
types of loads were applied separately and 

alternately in order to identify thermal and 
mechanical effects. As shown in Fig. 1, the 
thermo mechanical loading was depicted in 
seven cycles, excluding Test0 which 
represents the measurements made during 
the casting of the pile. During the first phase 
(Test1), the temperature is increased to a 
maximum value of 21.8 oC beyond which 
unloading follows to the minimum value. 
The mechanical load of Q =1300 kN was 
applied linearly beginning from the end of 
the first step to the end of the 6thcycle. At 
the end of the construction of each story, a 
thermal loading cycle was applied to a 
maximum of ΔT = 15 oC as schematized in 
Fig. 1. 

 

 

Fig.  2 Thermo-mechanical loading history (after [11]). 
 
The results of the measurements have been 
compared with those of an axis-symmetric 
finite element model employed in 
TOCHNOG software [18]. The finite 
element mesh presented in Fig. 3 comprises 
approximately of 4900 quadrilateral 
elements, together with appropriate 
boundary conditions in the model for all 
loading conditions. 

 
 

Fig. 3  Finite element mesh 
Based on the results of a preliminary study 
comparing various constitutive models, the hypo 
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plastic model by Masin [19] has been adopted 
for the predominantly cohesive soil layers. 
Masin’s model incorporates the concept of 
intergranular strains first proposed by Niemun is 
and Herle [20], which considers the small strain 
stiffness allowing simulation of some effects of 
cyclic soil behaviour. The parameters for the 

selected constitutive model have been derived 
from the reports of [14, 21, 22] and the concrete 
pile is assigned linear-elastic parameters 
with Young’s modulus, E of 29.2 MPa and 
Poisson’s ratio, Q of 0.25. The basic soil 
parameters used in the analyses are summarized 
in Table 3. 

Table 3 .Basic material parameters for the soil layers 

Material parameters for the respective layers A1 
Alluvial 

soil  

A2  
Alluvial 

soil 

B 
Sandy gravelly 

moraine 

C 
Bottom 
moraine 

D 
Molasse 

Poisson’s ratio ʋ [-] 0.2 0.2 0.4 0.4 0.3 

Elastic modulus E [MPa] 190 190 84 90 3000 

Friction angle ɸ’  [°] 30 27 25 27 35 
Cohesion c’ [kPa] 5 3 6 20 2000 
Thermal conductivityO [W/m °C] 3.38 3.38 4.17 4.17 2.38 
Specific heat capacity 
Cs [Joules/m3 °C] 

2463.7 2463.7 2434.2 2438.6 2359.2 

Thermal expansion coefficient of solid state, 
βs [per °C] 

3.3 x 10-6 3.3 x 10-6 3.3 x 10-6 3.3 x 10-6 3.3 x 10-5 

Thermal expansion coefficient of liquid state  
βw [per °C] 

2.0 x 10-4 2.0 x 10-4 2.0 x 10-4 2.0 x 10-4 2.0 x 10-4 

Ground flow capacity Cw[Joules/m3 °C] 4186 4186 4186 4186 4186 

Permeability k [m/s] 2x10-6 7x10-7 1x10-6 1x10-6 - 

 

The thermo-mechanical loading scheme of 
the in-situ test has been analyzed by 
considering the step-by-step procedure of 
the practical condition as presented in Fig. 1. 
Two sets of measured data (at the 1st and 

7thcycles) have been used for validating the 
numerical model. Fig. 4 a) and b) present the 
comparative results of the measured and 
computed values for the displacements of the 
pile head in the first cycle and the vertical stress 
at pile shaft in the 7th cycle respectively. 
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a) Settlement versus time(1st cycle)                   b) vertical stress with depth (7th cycle) 
Fig. 4Comparison of measured and numerically computed values 

 

Since both simulations of the mechanical 
load and the thermo - mechanical load are in 
close agreement with the measured values, 
further analyses regarding the effects of 
cyclic loading on the settlements of an 
energy pile have been performed by 
employing the proposed constitutive model 

for the soil layers. The assumptions and 
analyses phases used for the validation 
purpose have been adopted for the analyses. 
The influence of cyclic heating and cooling 
on the pile head displacement is depicted in 
Fig. 5.  

 

Fig.5 Effect of cyclic thermo mechanical loading on pile head settlement 
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In the first cycle, where temperature alone is 
varied without the mechanical load, 
elongation of the raft is found to be 
proportional to the applied thermal load, the 
maximum value being recorded at the 
maximum temperature of 21.8 oC. The 
elongated pile doesn’t return to the original 
position while unloading the thermal load in 
this cycle, except in the fourth cycle, after 
about 40 % of the mechanical load is applied 
together with the thermal load cycles. The 
dominance of the mechanical load is evident 
in all the cycles following the first (thermal 
loading cycle), where the variation of the 
temperature has not been reflected on the 
settlement. This is an indicator of the 
advantage of having energy piles to reduce 
the settlement of high-rise buildings. 

CONCLUSIONS 

Due to the ever increasing demand of 
energy, this research has focused on 
introducing the idea of shallow energy 
foundations for the demands of heating and 
cooling purposes of high-rise buildings in 
Ethiopia. Based on energy demand analysis 
of some of the buildings in Addis Ababa, a 
preliminary estimation of the number of 
energy piles for covering the heating and 
cooling demands of the already constructed 
United Bank office building has been 
performed. It was found out that only 88 % 
of the total number of structural piles could 
sufficiently satisfy the HVAC demand of the 
same building.  

For the purpose of understanding of the 
thermo-mechanical behaviour of energy 
piles for introducing of energy piles in our 
country, numerical analysis of a practical 
application of energy piles in layered soils 
has also been incorporated in the research. 
After preliminary analyses using different 
constitutive models, the hypo plasticity 
model of Masin has been found to simulate 
the cycling loading reasonably with the 
computed values showing very good 

agreement with the measured ones. The 
induced settlements of the foundation were 
also found to be reduced significantly due to 
the coupled thermo-mechanical loading. 
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ABSTRACT 

Addis Ababa Black clays are one of two 
dominant clay found in the city and known 
for its expansive nature. Using the unified 
soil classification system, such soil, 
traditionally, is classified by the group name 
fat clay and group symbol of CH. But some 
investigations on local soil have resulted in 
classifying the soil as elastic silt, MH.  

In this research laboratory investigation is 
conducted to determine if in fact Addis 
Ababa black clays may end up being classed 
as elastic silts and if so, what may be the 
parameters that play a role in such a 
classification. For the study three samples 
were collected from Tulu-Dimtu, where 
previous investigations have resulted in the 
discrepancy. Simple classification tests were 
conducted on the samples. In addition, the 
effect of sample preparation, utilization of 
tap water, experience level of operator and 
variations among laboratories investigated.  

It was found that Addis Ababa black clay 
soils mayend up being classified as elastic 
silts but in general remain within the 
boundary region of the A-line on both sides. 
The experience level of the operator was 
found to have the most profound effect on 
index tests and classification. 

Keywords Black clay, liquid limit, plastic 
limit, USCS   

 

INTRODUCTION 

Currently, two major groups of soil 
classification systems are available for 
general engineering use. They are those 
based on Arthur Casagrande‟s unified soil 
classification system (USCS) and those used 
for specific purposes such as the American 
Association of State Highway and Transport 
officials (AASHTO) system for 
classification of subgrade soils for highway 
construction purposes. Both systems use 
simple index properties such as grain-size 
distribution, liquid limit, and plasticity index 
of soil (Carter and Bentley 2016).  

Even though identification and classification 
systems specific to expansive soils exist 
(Chen 1975), engineering classification 
system such as the unified soil classification 
system are initially conducted and based on 
these further testing is done to ascertain 
expansiveness. It is generally taken that soils 
classed under CL or CH by the USCS and 
A6 or A7 by AASHTO may be susceptible 
to expansibility (Nelson and Miller 1997).  

Addis Ababa black clay soil is one of the 
two dominant clay found in the city, known 
for its expansive nature. Using the unified 
classification system, this soil is commonly 
classified under fat clay (CH) (Alemayehu 
Teferra 1992; A. Teferra and Yohannes 
1986). This correlates to soil whose 
characteristics are heavily dependent on 
moisture content, have very low 
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permeability, may be susceptible to swelling 
and shrinkage and have high 
compressibility. 

But some investigations conducted in Addis 
Ababa indicate, the soil is classified as an 
elastic silt (MH), which fall below the A-line 
at a liquid limit greater than 50 in the 
Casagrande plasticity chart. This correlates 
to silty soils of high plasticity which is a 
departure from the commonly accepted 
classification of expansive soils. 

 
Figure 1 Plasticity chart plot of data from 

Teferra&Yohannes (1986) and Teklu (2003) 

A survey of available literature shows that 
there is precedent for soils with high 
swelling and shrinkage characteristics, to be 
classified as elastic silts. In Israel, where 
shrinking soils are known to occur, plasticity 
data (LL and PI) plots below the A-line 
(Smith et al. 1985).  

In a study on expansive soils in Sudan it has 
been found that such soil plot below the A-
line in the elastic silt region (Al Haj and 
Standing 2015). In a study on Ethiopian soil, 
it has been reported that Ethiopian black 
clays plot near or below the A-line grouping 
them as elastic silts (Morin and Parry 1971). 
In Addis Ababa, a study conducted on 
expansive soils reports that plasticity data 
that plots below the A-line (Teklu 2003).   

 

 

Laboratory tests used for engineering 
classification of soil  

The simple tests by which the various types 
of soil are identified and classified for 
geotechnical engineering use are called 
index or classification tests and the 
properties that are associated with them 
index properties (Terzaghi, Peck, and Mesri 
1996; Das and Sobhan 2017).  

For most of the common classification 
schemes both the consistency limits and the 
particle size distribution are required for 
classification of a soil. From the consistency 
limits the liquid and plastic limits are used.  

The liquid limit, theoretically, is the 
transition point on the water content line 
from a plastic behavior to a liquid behavior. 
In practice, it is determined at a water 
content corresponding to arbitrary selected 
low shear strength (O‟Kelly, Vardanega, and 
Haigh 2017). There exist two methods for 
the determination of the liquid limit, the 
Casagrande cup method and the fall cone 
method (Head 1992). The Casagrande cup 
method is standardized by the ASTM, 
AASHTO and BS (D18 Committee 2017; 
AASHTO 2013b; British Standards 
Institution 1990). The ASTM and AASHTO 
standards are equivalent while the BS 
standard defers from the rest in terms of the 
specification for the rubber base (O‟Kelly, 
Vardanega, and Haigh 2017).  

The Casagrande apparatus is based on 
Atterberg‟s initial method for the 
determination of the liquid limit which relied 
on the number of blows to close a groove in 
a soil bed to collapse when struck by hand. 
This is likened to the collapse of a slope 
which is related to the shear strength of the 
soil (Haigh, Vardanega, and Bolton 2013). 
Casagrande attempted to standardize the 
approach by specifying the liquid limit as the 
moisture content at which a groove cut in a 
soil bed and resting on a spun brass cup 
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closes at 25 blows for 13mm when the cup is 
impacted on a hardened rubber base from a 
height of 10mm at a rate of 0.5 blows/sec. 
The groove is cut using a standard grooving 
tool (Haigh, Vardanega, and Bolton 2013; 
Head 1992).  

The fall cone apparatus also relies on the 
shear strength definition of the liquid limit 
but here penetration resistance is used as a 
measure. The liquid limit is defined as the 
moisture content at which a cone of mass 
80g with an apex angle of 300 penetrates a 
soil specimen 20mm (British Standards 
Institution 1990; Head 1992). This method is 
standardized in the British standard and is 
the definitive method in the British standard 
(Head 1992). The primary advantage of the 
fall cone method is the reduction in 
variability. (O‟Kelly, Vardanega, and Haigh 
2017).  

The plastic limit is the lower boundary 
moisture content for plastic behavior. A. 
Casagrande proposed rolling method which 
involves rolling a soil thread to a diameter of 
3.2mm and observing for cracks (Haigh, 
Vardanega, and Bolton 2013).This method is 
standardized in ASTM, AASHTO and BS 
(D18 Committee 2017; AASHTO 2013b; 
British Standards Institution 1990). The 
method has multiple drawbacks which 
include its heavy reliance on operator 
judgment, variable rolling pressure and 
difficulty in assessing brittle cracking 
(Barnes 2009; Haigh, Vardanega, and Bolton 
2013). Due to such drawbacks other methods 
have been proposed including the fall cone 
method where a strength definition of 100 
times the shear strength as the liquid limit is 
considered (Sivakumar et al. 2009). 

 It has been shown that such an approach is 
in contradiction of the plastic-brittle 
transition definition of the plastic limit 
(Haigh, Vardanega, and Bolton 2013).  

The plastic limit so determined is therefore 
not consistent with that determined from 
rolling and is designated as PL100 (O‟Kelly, 
Vardanega, and Haigh 2017). Another 
method proposed involves utilization of a 
mechanical roller (Barnes 2009).  

The liquid and plastic limit is influenced by 
sample preparation techniques, chemistry of 
water used, and soil fraction tested (O‟Kelly, 
Vardanega, and Haigh 2017).  

There exist standardized procedures for 
sample preparation (D18 Committee 2011a, 
2011). There generally two, the dry method 
and wet method. The dry method is the 
preferred method for granular soil while, the 
wet method is recommended for fine grained 
soils especially those whose characteristics 
are changed by oven drying. The wet 
method discussed in ASTM D2217 involves 
the two methods one by air drying the other 
by washing. 

Alternative Classification scheme  

There has been alternative soil classification 
schemes proposed for fine grained soil, 
especially relating to the Casagrande 
plasticity chart (E. Polidori 2003; Ennio 
Polidori 2015; Moreno-Maroto and Alonso-
Azcárate 2018).  

E. Polidori (2003) proposed a classification 
scheme that redefines clay and silt based on 
proportion of the clay fraction, fraction finer 
than 2μm, computed from the portion of 
specimen finer than 425 μm, the fraction 
used for Atterberg limit testing. 

 According to this definition clay is a soil 
containing clay fraction greater than or equal 
to 50% while silt having clay fraction less 
than 50%. Using this definition and 
Atterberg limit tests of mixtures of 
montmorillonite and kaolinite with sand, the 
author proposed a new plasticity chart.  
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The Polidori plasticity chart, shown in 
Figure 2, consists of the C-line, 0.5C-line 
and the U-line. The C-line is plotted by 
connecting the plots of liquid limit versus 
the plastic index for the 100% clay fraction 
montmorillonite and kaolinite data tested. 
The 0.5C-line is plotted by connecting the 
test data for 50% clay fraction. The U-line 
represents the upper limit of expected 
behavior for natural soils. It is determined 
from data obtained for specimen with larger 
than 50% sand (E. Polidori 2003). 

 
Figure 2 Plasticity chart proposed by E. 
Polidori (Polidori 2003) 

For a given liquid limit, decrease in clay 
fraction is accompanied by an increase the 
plasticity index as it requires more plastic 
clay to maintain the liquid limit at a lower 
clay proportion. As a result, clays are located 
below the 0.5C-line and silts above it in the 
plasticity chart. The dotted line represents 
the boundary for behavior of inorganic soils.  

Organic soils are located below the C-line. 
In a more recent paper, the author has further 
expanded on the classification to include 
coarse grained materials. In this scheme the 
soils are grouped in to four classes of G 
Grainy (non-plastic soils), S-G Semi-grainy 
(mostly non-plastic soils), S-F Semi-fine 
(plastic soils) and F Fine (plastic soils). Each 
group is classed based on clay fraction they 

contain. Within each group there are 
symbols used to designate the principal and 
secondary constituents based on particle size 
distribution (Ennio Polidori 2015).  

Table 1 Summary of classification system 
proposed by Polidori (Ennio Polidori 2015) 

 

 
José Manuel Moreno-Maroto and Jacinto 
Alonso-Azcárate (2018) have also proposed 
and a new plasticity chart and a new 
definition of clays. The proposed system 
relies on maximum toughness as a 
quantitative parameter in the delineation of 
clays with silts along with the liquid limit 
and the plasticity index. Measures of 
maximum toughness are based on a 
modified rolling apparatus developed by G. 
E. Barnes (2009). The maximum toughness 
can be viewed as the maximum resistance, 
measured in energy per unit volume of soil, 
to deformation offered by the soils while still 
remaining plastic (Moreno-Maroto and 
Alonso-Azcárate 2018; Barnes 2009).  

A correlation of the maximum toughness 
(𝑇𝑚𝑎𝑥) with the plasticity index to liquid 
limit ratio (PI/LL) was used by Moreno-
Maroto and Alonso-Azcárate. The authors 
redefined clay as having a maximum 



Fat or Elastic: An Inquiry into Classification of Black Clay Soils of Addis Ababa . . . 

Journal of EEA, Vol. 40, July 2022  15 
 

toughness of at least 20 𝐾𝐽𝑚3 and based on 
the correlation this corresponds to PI/LL ≥ 
0.4937. In addition, the lower limit of 𝑇𝑚𝑎𝑥 
= 0 corresponds to PI/LL = 0.3397. This data 
was used to plot the new plasticity chart (see 
Figure 8).  

 
Figure 3 Alternative plasticity chart 
proposed by Moreno-Maroto and Alonso-
Azcárate (Moreno-Maroto and Alonso-
Azcárate 2018) 

APPROACH 

For this study, representative disturbed soil 
samples were collected from the Tulu-Dimtu 
area in the outskirts of Addis Ababa form 
two adjacent open pits at depths ranging 
from 1.20m to 3.00m. The Tulu-Dimtu area 
is selected as there is previous known 
investigation conducted by Best Consulting 
Engineers PLC that has resulted in the 
classification of Addis Ababa black clay as 
an elastic silt.  

The samples were distributed to two 
laboratories, Best Consulting Engineer‟s 
laboratory and Ethiopian institute of 
Architecture, Building Construction and City 
development‟s Material Research and 
Testing Centre.  

As stated previously testing was conducted 
per ASTM methods but in the hopes of 
understanding the reason for the stated 
departure, certain controlling parameters 
were varied.  

The parameters selected are those believed 
to cause change in the manner in which 
Addis Ababa black clays are classified, these 
include:  

1. Sample preparation methods,  
2. Purity of water used for liquid limit and 

plastic limit testing,  
3.  Experience level of individuals  performing 

Atterberg limit tests  
4. Variation between laboratories  
 

To assess the effect of sample preparation, 
two oven dry specimen and two wet-
prepared specimens per ASTM D421 and 
ASTM D2217, respectively, were prepared 
at the Materials Research and Testing Centre 
and tested accordingly. Further from each of 
the pair tested, one in each experiment group 
(dry prepared or wet prepared) were tested 
by a laboratory technician while the other by 
the researchers. This is used to assess the 
influence of experience level. 

To investigate the influence of the purity of 
water may have on Atterberg limits, one 
sample was tested using tap water while 
another using distilled water at Best 
consulting and Engineers laboratory. The 
results collected were analyzed to investigate 
the influence each parameter has in 
engineering classification of Addis Ababa 
black clay and conclusions made. 

DATA COLLECTION & ANALYSIS 

Test Pits 

Two test pits were located as show in the 
map in Figure 10. The pits are excavation pit 
dug for building construction purposes. The 
pits had been dug to a depth of more than 
3.00m.  The soil observed in both pits was 
black in color with white nodules, had no 
odor, was wet, had a soft consistency, very 
high plasticity, no response to dilatancy and 
when dry they had very high strength, 
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further, slicken sides were also observed in 
the cleaved soil blocks.  

The while nodules were approximately 
coarse sand to gravel sized. The nodules 
could be scratched by fingernails but due to 
the lack of hydrochloric acid the calcium 
carbonate presence could not be detected.  

 
Figure 4 Topographic map of Tulu-Dimtu 
developed using Google Earth and Global 

Mapper 

Three samples were collected from the Tulu-
Dimtu area from two pits located relatively 
close to each other.  

Table 2 Location of test pits 

 
Two samples at depths of 1.20-1.50m and 
2.80-3.00m from the natural ground level 
were collected from TP-1; for the sake of 
simplicity this samples are designated as S-1 
and S-2, respectively. One sample from TP-
2 at a depth of 1.50-1.65m from the natural 
ground level was collected. This sample is 
designated as S-3. All samples collected 
were disturbed samples. The samples were 
manually dug using a pick and a shovel. The 
collected samples were properly labeled, 
double packed in common polyethylene 
bags and transported. Sample S-1 was 

transported to the Materials Research and 
Testing Centre while samples S-2 and S-3 
were transported to Best Consulting 
Engineer‟s laboratory. 

Laboratory Experimentation 

The laboratory tests conducted for the 
purpose of this study are those relating to 
engineering classification of soil, this are 
particle size analysis, liquid limit, plastic 
limit and specific gravity. Specific gravity is 
not used in engineering classification of 
soils, but it is an input in sedimentation 
analysis of the particle size analysis. In the 
laboratory experimentation four relevant 
parameters were varied in the hopes of 
better understanding the reason for the 
departure for the comely accepted 
classification of Addis Ababa black clay.  

The four parameters selected are:  

1. Sample preparation methods,  

2. Purity of water used for liquid limit and 
plastic limit testing,  

3.   Experience level of individuals 
performing Atterberg limit tests and, 

4.  Variation between laboratories   

RESULTS AND DISCUSSIONS 

Classification of the specimen tested is 
conducted as per ASTM D 2487‟s unified 
soil classification system. 

 
Figure 5 Casagrande plasticity chart with 

test data plotted  
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Effects of variations in laboratories and 
operators on index tests and classification  

From the collected data it is noted that there 
is some variation in all the three index 
properties measured in the two laboratories 
and by different operators. To investigate the 
effect of changes between laboratories and 
operators may have on index properties and 
classification, test results compared.  

The tests compare are those conducted under 
similar sample preparation, apparatus and 
reagent. In addition, variation in results may 
result from the inherent variation in the soil 
or from extraneous variables that could not 
be controlled or were not controlled during 
the testing. In compering operators, it is 
assumed that all the researchers have equal 
experience levels. This assumption is 
reasonable as the all the researchers have 
limited testing experience. The specific 
gravity tests were all conducted by the 
researchers. Apart from sample S-1, the rest 
were determined using the dry method. The 
specific with gravity of specimen by the dry 
method presents a small variation in results 
the deviation being 0.01. This is in line with 
ASTM D 854 acceptable range for multi-
laboratory reproducibility.  

It may be hypothesized here that as the 
specific gravity has very little operator 
dependence, large variation is not expected 
if testing is conducted in line with equivalent 
standards. Regarding the particle size 
analysis, all tests were conducted by the 
researchers. It is observed that variation in 
results changes with particle size. Relatively 
small variation is observed in the coarse-
grained fraction with the maximum 
deference of 2.68% from the No. 200 sieve 
between sample S-1 (dry prepared) and S-2. 
In the fine-grained fraction variation is seen 
to increase with reduction in particle size 
with the largest difference of 8.34, occurring 
at a particle size of approximately 0.001mm. 
This comparison is made between the dry 

approaches. As the dry approach involves 
the utilization of pulverization techniques, 
the force required for breaking the 
aggregates my vary between laboratories and 
individuals preparing the samples. Such 
differences may result in grain size, if 
excessive force is used to break the 
aggregation resulting in fracturing the 
particles. This is especially true for Addis 
Ababa black clay which has high dry 
strength and thus requiring considerable 
pulverization effort. In considering the liquid 
limit, comparison of sample S-1 (dry, 
conducted by the researchers using tap water 
at MRTC) and Sample S-2 (dry, conducted 
by the researchers using tap water at Best 
consult), it is observed that there is a 
difference of 16. This comparison is made 
assuming the chemical makeup of the water 
supplied to MRTC and Best consult are 
identical.  

This value is more than the ASTM D4318 
value for multi-laboratory reproducibility of 
high plastic soil by an amount of 12. The 
ASTM D4318 value for multi-laboratory 
reproducibility of high plastic soil is 
obtained ensuring tests are conducted 
according to the standard. In this regard, the 
tests deviated from the standard in that they 
employed tap water. It should also be noted 
that ware and tare of equipment may also 
have a part to play. This excessive deference 
is an indication of the sensitivity of the 
liquid limit to operator and laboratory 
variations and the simple following of 
standardized test procedures alone is not 
adequate to obtain precise results.  

The liquid limit conducted at the Material 
Research and Testing Centre were also 
conducted by a laboratory technician. 
Comparing Samples S-1(wet, conducted by 
a laboratory technician) with S-1(wet, 
conducted by researchers) and S-1(dry, 
conducted by a laboratory technician) with 
S-1(dry, conducted by researchers).  
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In addition, assuming all the researchers 
have equal experience. It is observed that the 
differences are 1 and 3 for the dry and wet 
prepared methods, respectively. This 
variation is within ASTM D 4318 range of 
acceptable multi-laboratory test results. In 
contrast to the variation between laboratories 
these values are small. As the researchers are 
not complete novices but at least understand, 
theoretically, the determination of the liquid 
limit, it may be inferred that variations in 
operator are minimal, provided that the 
operator has some limited knowledge of the 
test. Regarding the plastic limit the multi-
laboratory variation of the mean of two PL 
test runs between dry prepared samples is 4. 
This variation is within ASTM D 4318 range 
of acceptable multi-laboratory test results.  

It should benoted here the variation within 
each test and between test runs is larger, the 
greatest being 10. As two test runs of a given 
test are conducted by the same researcher in 
successive order, it shows the lack of 
repeatability in the test. When evaluating the 
differences in result between the researchers 
and the laboratory technician, it is observed 
that a deference of 4 and 7 for the wet and 
dry method, respectively.  

The differences in between test runs show 
that the largest deference for the test 
conducted by the technician is 6 while it is 
10 for the researchers. This again shows the 
lack of repeatability in the test while the 
repeatability of the lab technician is better it 
is still high. As is expected the repeatability 
is dependent up on experience level. In the 
variation of the plasticity index, which is the 
result of the propagation of the variations in 
the LL and PL.? It is observed that 
maximum multi-laboratory variation for the 
dry method is 12 which is considerably 
larger than the ASTM D 4318 acceptable 
value. The deviation between researchers is 
8 and 7 for the dry method and wet method, 
respectively. In the classification of the soil, 

which ultimately relied on the plasticity 
chart, which in turn relies on the LL and PI, 
it observed that while all samples are located 
close to the A-line. Two of the samples, S-1, 
conducted by the laboratory technician using 
dry and wet method plotted below the A-
line. Thus, in cases where the sample plots 
close to the A-line, it is possible for 
variations in operator and laboratory to 
cause misclassification. 

Effect of sample preparation on liquid 
limit, plastic limit, and classification 

Two sample preparation techniques were 
used dry method and the wet method 
according to ASTM D422 and D2218, 
respectively. Comparison is made between 
tests results from samples prepared by the 
two methods in the same laboratory and 
tested by similar operators. Regarding the 
liquid limit the dry method of sample 
preparation resulted in a higher value than 
the wet method when both researcher and 
lab technicians conducted the test. This is 
also true for the plastic limit as well. This 
clearly indicates that oven drying, and 
pulverization have an influence on the liquid 
and plastic limit. In regard to soil 
classification test conducted by the 
researchers resulted in CH classification in 
both wet and dry prepared samples while 
MH classification was obtained when 
laboratory technician conducted the tests.  

Effect of water chemistry on liquid limit, 
plastic limit and classification 

To investigate the effect of water chemistry 
on liquid limit and plastic limit comparison 
is made between Atterberg limit tests 
conducted with distilled water and Tap water 
in the same laboratory, using the same 
sample preparation schemes and with the 
same researcher. 
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For both the liquid and plastic limit, the 
utilization of distilled water reduced the test 
results. This is an indication that the 
utilization of Tap water can have an effect 
on the Atterberg limits. In The classification 
of soil both specimen plotted above the A-
line. It should be noted that simply because 
there was no change in the classification 
does not imply that water chemistry does not 
affect soil classification but in this case the 
tap water used was of adequate quality not to 
cause changes in classification this may not 
be always true. 

Make ‘False Elastic’ ‘Fat’ Again 

Based on the literature review conducted and 
based on the limited data from tests, it is 
possible for Addis Ababa black clay to plot 
below the A-line in the MH region. But it 
should be noted, even though the soil may 
plot below the A-line, it still remains close to 
it. Based on the conducted experiment it is 
also possible that operator error may shift 
the result to CH or MH from the true class. It 
is further important to point out that such 
distinction of boundary soil is technical and 
in practice it is imperative that engineering 
judgment be employed in interpreting such 
boundary soil classes. To overcome such 
irregularities, there are alternative plasticity 
charts proposed, discussed in the literature 
review.  

 
Figure 6 Polidori plasticity chart with test 

data plotted  

The Polidori (2003) plasticity chart which is 
based on clay size fraction classifies some of 
the specimen as organic soil which is 
contradictory to the laboratory tests.  

 
Figure 7 Moreno-Maroto and Alonso-
Azcárate plasticity chart with test data 

plotted 

The (Moreno-Maroto and Alonso-Azcárate 
(2018) plasticity chart which is based on the 
toughness definition of clays classifies the 
soil as fat clays. In contrast this chart is more 
representative of observed phenomenon. 

CONCLUSIONS and RECOMMENDATIONS 

Based on survey of literature and the limited 
laboratory tests conducted, it can be stated 
with a reasonable degree of certainty that 
Addis Ababa black clays may plot below the 
A-line. But it should be noted that they 
remain close to the A-line. From laboratory 
test conducted it can be stated that test used 
to determine index properties for 
classification are dependent on experience of 
operator and variations between laboratories. 
This is true especially for Atterberg limits. 
Due to this dependency and due to the fact 
that the plot is located at the boundary 
region of the A-line, it is possible for the 
plot of the plasticity data to plot on either 
side of the A-line while its true location is on 
the other side.  

This results in a misclassification. 
Classification tests are also dependent on 
sample preparation. Samples prepared by the 
dry method have higher liquid and plastic 
limit than those determined by the wet 
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method. In the tests conducted this variation 
did not cause change in the classification of 
the soil. A fourth factor considered was the 
utilization of tap water versus distilled water 
in the determination of Atterberg limits. It 
was found that tap water resulted in a higher 
liquid and plastic limit than distilled water. 
In the tests conducted this variation did not 
cause change in the classification of the soil. 
It should be noted that apart from the 
possibility of Addis Ababa black clays being 
plotted below the A-line which is backed by 
literature survey, the remaining assertion 
made require further investigation as only 
limited laboratory testing was done. 

Based on the above discussion the following 
recommendations are given regarding 
laboratory testing for the determination of 
index properties and engineering soil 
classification:  

1. Simply following of standardized testing 
procedures is not enough to ensure 
accuracy and precision of laboratory 
testing, it is necessary to regularly 
maintain and calibrate laboratory 
equipment.  

2. As classification tests, especially 
Atterberg limits, are operator dependent, 
regulatory bodies should ensure the 
qualification of laboratory technicians.  

3.  Regarding Addis Ababa black clays one 
should utilize the wet method of sample 
preparation at the very least Method A (air 
drying) but preferably Method B (washing 
method) of ASTM D4318. Furthermore, 
one should use distilled in the 
determination of the Atterberg limits.  

Soil classification is ultimately way of 
communication and a means of estimating 
engineering properties. As Addis Ababa 
black clays exist at the boundary region of 
the A-line on either side, it important to 
recognize this characteristic in reporting and 
interpreting geotechnical investigations. This 

study investigated in a limited and general 
manner the effects of the parameters 
previously mentioned on engineering soil 
classification as it applies to Addis Ababa 
black clays. In future research the effect of 
each parameters can be investigated in detail 
and additional factor included. 
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               ABSTRACT                                             

Access to safe drinking water and hygienic 
living conditions is a global concern and 
these issues are especially serious in 
developing countries. The objective of this 
study is to evaluate the quality of water 
consumed by kindergarten schools’ children 
in Addis Ababa city, who are highly 
susceptible to issues associated with 
microbial contamination in water. Total 
coliforms, E. coli, pH and residual chlorine 
in the water distribution system were 
measured at three water sources and 38 
schools. The microbial analysis result shows 
7 out of 38 schools were contaminated with 
total coliform bacteria. However, E. coli was 
not detected in any of the samples, meaning 
that all samples were free from fecal 
contamination. In addition, the free chlorine 
level of the samples was also tested. The 
results indicated that 16 out of 38 (42.1%) of 
the water samples had a free chlorine value 
below the WHO recommended 0.2mg/L. It 
is therefore, possible to conclude that the 
efficiency of a water supply infrastructure 
determines the concentration levels of 
microbial contamination and residual 
chlorine that reaches the end users. The 
study addresses critical issues and methods 
to mitigate the problems caused by 
microbial contamination in water supply 
distribution infrastructure. 

Key words: Addis Ababa, E.coli, Residual 
Chlorine, Total Coliforms 

INTRODUCTION 

A healthy and safe school environment 
encompasses the physical surroundings, the 
psychosocial, learning, and health-
promoting environment of the school. 
Additionally, hygienic practices, such as 
accessing to sanitation and providing clean 
water are all important contributors to 
children’s health [1]. 

Access to clean water and sanitation is 
declared as a human right by United Nations 
in 2010. It is a prerequisite for the 
realization of many human rights, including 
those relating to people’s survival, education 
and better standard of living. Safe drinking 
water and hygienic living conditions is a 
global concern and these issues are 
especially serious in developing countries, 
like Ethiopia that have suffered from a lack 
of safe drinking water and inadequate 
sanitation services [2].In several educational 
institutions, waterborne diseases have 
become common problems causing health 
complications on children and adults. This 
may be related to contamination of water 
tanks or infiltration of the microorganisms in 
water pipes. According to a data from the 
educational statistics annual abstract (2017) 
taken from Addis Ababa Education Bureau, 
there are 164,072 students, 51.16% male and 
48.84% female, attending in 1172 
Kindergarten schools in the city.  
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All of the children are directly affected by 
the contamination of water they get from 
their school’s tap water. Their families are 
also indirectly affected by costs of medical 
treatment they spend on their children, 
which is unaffordable to most of the poor 
family members living in the city. 
Therefore, the monitoring and further 
analysis of the quality of water originating 
from faucets for school children’s 
consumption becomes important for 
diagnosing the problem and to develop 
prevention and mitigation strategies.  

Microbial contamination is by far the most 
important public health challenge of 
drinking water supply systems. All 
microbial organisms of viral, bacterial, 
parasitic and protozoan origins can be found 
in the distribution network of the water 
supply [3]. These harmful organisms can 
originate from a variety of sources such as 
industrial waste, decayed plant matter, 
agricultural runoff and human wastes. Some 
of these microbial organisms are more 
pathogenic than others. The hazardous 
pathogens in drinking water are usually 
associated with human or animal excreta in 
many circumstances, but there are also other 
pathogens capable of causing infection 
through the drinking water. The most 
transmissible diseases related to drinking 
water are those caused by pathogenic 
viruses, bacteria and parasites[4]. Examples 
of pathogenic organisms implicated for 
water borne disease outbreaks include E. 
coli O157:H7, Salmonella, Norovirus, 
Cryptosporidium and Giardia. These 
pathogens are also different in 
characteristics, behavior and resistance. 
Simultaneously they affect different persons 
in various ways, reliant on factors as age, 
sex, state of health and living conditions [4]. 
This study is focused on indicator organisms 
(total coliforms and E. coli) in 
characterizing the microbial quality of the 
water from the distribution network. 

Addis Ababa has grown very rapidly since it 
was founded in 1886. This growth has put 
enormous pressure on water supply services 
and the sewerage system. The water supply 
infrastructure in the city is more than 40 
years old and is known for its low output 
capacity and high-water losses due to 
degraded pipelines [3]. The water supply 
infrastructure in the city is more than 40 
years old and is known for its low output 
capacity and high-water losses due to 
degraded pipelines[3]. Similarly, Abay[5] 
has also stated that the growth of Addis 
Ababa City has been unregulated and 
unstructured and the city has not had formal 
urban planning until recently. This has put 
many constraints on the water supply 
system. A major concern is the significant 
losses of water caused by leakage from the 
old supply infrastructure. 

The national drinking water standards are 
identical to the World Health 
Organization’s[4] guideline for the provision 
of safe drinking water. However, the treated 
water is generally delivered to households 
and schools in old metallic (galvanized iron 
and cast iron) pipelines. Some piping has 
been replaced by HDPE and PVC materials. 
Pipes are either buried underground or 
exposed to the environment. In many of the 
slum dwellings, the pipelines are very old 
and degraded. Approximately 30-40% of the 
drinking water supplied to the city does not 
reach consumers. The water is lost at 
different levels of the distribution system 
due to leaking pipes and aging 
infrastructures [3, 5]. 

The combination of the degraded 
infrastructure and a cross-connected 
distribution system may provide a favorable 
environment for drinking water 
contamination to occur. Considering the 
poor environmental conditions in many 
districts of the city, there are many chances 
for drinking water contamination in cracked 
and leaky water supply pipes. Currently, 
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there is no comprehensive water quality 
monitoring or data for drinking water quality 
at the household and school levels. It is 
therefore unclear how much contamination 
is occurring to the drinking water quality 
once it is distributed from the treatment 
plants, and whether the water is safe to drink 
once it reaches school. 

MATERIALS AND METHODS 

Study area and sampling locations  
The study was conducted in Addis Ababa, 
capital city of Ethiopia, which has a 
population of more than 4 million in an area 
of 540 km2[6]. The city gets its treated water 
from three sub-systems:  
A. Akakisubsystem is located in the 

southern part of the city. It has a 
groundwater source and its treatment 
system is mainly limited to disinfection 
(chlorination). 

B. Legedadi subsystem has both surface 
and groundwater sources which are 
situated in the western part of the city. 
• Its surface water source part of this 

subsystem has a conventional water 
treatment system. This system 
includes pre-chlorination, 
coagulation, sedimentation, 
filtration and post chlorination 
components [7]. 
 

• The groundwater source from 
Legedadi subsystem has a treatment 
system of disinfection 
(chlorination). These two systems 
then blended at some central 
reservoirs for further distribution to 
the end users.  

 
 C. Gefersa subsystem is located in the 

northwestern end of the city. It has 
surface water source with conventional 
water treatment system. This system is 
the same as Legedadi (surface water 
source) and it includes pre chlorination, 

coagulation, sedimentation, filtration 
and post chlorination [7]. 

 
According to Addis Ababa Education 
Bureau there are 164,072 kindergarten 
children in the city. For every 4000 children 
one representative water sample was 
collected. Therefore, a total of 41 samples 
are needed. But since the city has a problem 
regarding shortage of water, thirty-eight 
samples were collected. Fifteen kindergarten 
schools from Akakisub-system, fifteen from 
Legedadi, and eight schools from Gefersa 
sub-systems were selected according to the 
sub system’s coverage areas. Random 
sampling technique was used to select the 
schools in the sub-systems. But the schools 
were chosen in a way that they would be 
representative of their sub-system as shown 
in figure 1. The distance from the schools to 
the treatment plants can also be seen in 
figure 1. The samples were collected from 
11 May 2018 to 17 May 2018 on a dry 
season. The sampling was carried out based 
on the standardized sampling techniques as 
outlined in USEPA guidelines for water 
testing [8]. 

One water sample was taken from each 
school giving a total of 38 samples. 
However, from the sources, two water 
samples were taken from each treatment 
plant, before and after the water is treated, 
which means six samples have been taken 
from the three treatment plants. The total 
number of samples taken is sum up to 44. 
The samples from the schools were taken 
from a tap which was directly connected to 
the municipal water supply. Flushed water 
samples were taken and each sample had a 
volume of 500-1000ml, collected using pre-
labeled 500 -1000 ml sterile plastic bottles. 
The bottles were initially cleaned using 
standard detergents and distilled water. The 
water samples were transported to the Addis 
Ababa University Faculty of Science, 
Department of Microbiology laboratory. The 
samples were then tested for pH (measured 
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onsite), residual chlorine, E-coli and total 
coliforms within 24 hours of sampling. 
Results on the blood lead level from the 
same sample points were given in previous 
work by Debebeet. al. [9].  

Measuring chlorine 

The residual chlorine in the water was tested 
using portable Palintest 7100 photometer 
(i.e. made in England for water quality and 
wastewater tests). The instrument has dual 
light source photometer offering direct 
reading of pre-programmed test calibrations, 
absorbance and transmittance. It works in 
wave length ranges of 450nm, 500nm, 
550nm, 570nm, 600nm, and 650nm at 
measurement accuracy of±1%. During the 
test, a reagent called diethyl-p-phenylene 
diamine (DPD1) was used. DPD1 reacts 
with chlorine in water and changes its color 
to pink. The change in color is read by the 
photometer to get the residual chlorine 
content of the sample water. 

Measuring pH and Temperature 

pH and temperature were measured 
simultaneously using a hand pH meter. Each 
sample was poured in a beaker and the hand 
pH meter was inserted.  Each sample was 
measured 3 times and an average result was 
taken. 

Microbial Analysis for Total Coliform 
and E. coli 

Total coliform counts were carried out by 
membrane filtration technique[10]. A 
sterilized pad dispenser was used to 
introduce the growth absorbent pads into the 
base of Petri dishes, and the growth pads 
were saturated with the Lauryl Sulphate 
Broth. 100ml water sample was filtered 
using a membrane filter (0.45µm) in a 
vacuum filtration apparatus, and all the 
filters were transferred to the absorbent pad 
which was saturated with the broth.  

The Petri dishes were incubated at 37°C for 
4hr for resuscitation to recover 
physiologically stressed coliforms before 
incubation. Then after, plates for total 
coliform counts were incubated at 37°C for 
24hrs, and then colonies were counted and 
recorded. 

E. coliwas tested using Eosine Methylene 
Blue (EMB) agar. This selective media 
grows only gram-negative bacteria. Since E. 
coli are groups of gram-negative bacteria, it 
was possible to test using this media. If E. 
coli bacteria are present in the sample, it 
shows a metallic green color on the media 
after it’s kept in an incubator for 24 hours at 
37oC [11]. 

The samples were carefully processed in 
FASTER TWO 30hub. This hub creates 
avertical laminar flow which guarantees 
excellent decontaminated working area and 
particle-free conditions. Also, to prevent any 
environmental contamination, the media and 
petri dishes were autoclaved. The 
researcher’s hands were also sanitized with 
70% denatured ethanol at all times during 
the work on the hub to prevent 
contamination. The processed samples were 
finally put in an oven for 24 hours at 37oc. 

As a quality control mechanism, all 
sampling bottles were appropriately labeled, 
and the samples were collected using 
standardized drinking water sampling 
techniques. The collected water samples 
kept in icebox during transportation put at 4 
degree Celsius before analysis in the 
laboratory. 

Before analysis, sterilization of required 
laboratorial equipment and culture medium 
was carried out. Moreover, to ensure the 
validity of the analysis, blank samples were 
analyzed following the same procedure. 
Water quality analysis guideline, protocol, 
and quality control were used.  
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RESULTS AND DISCUSSIONS 

In Addis Ababa rapid urbanization and 
population growth are taking place. This 
rapid growth has led to an increasing 
demand for water which is growing at a 
faster rate than the supply. Even though 
Addis Ababa Water Supply and Sewerage 
Authority (AAWSA) is working to increase 
the supply capacity, it is currently not able 
to supply enough drinking water to the 
growing population. This has resulted in 
water shortages in many areas of the city. As 
a result, drinking water is now being 
supplied in an intermittent manner. 
Unscheduled water supply disruptions are 
common in many parts of the city. It is 
common for tap water to be supplied only 
once per week in some parts of the city. This 
is worst for residents located at higher 
altitudes and those living in the higher floors 
of condominium apartments. Such 
challenges are further resulted in insufficient 
pressure in the system to supply the water to 
elevated areas unless a booster pump is 
used. The combination of scheduled water 
supply and an old, leaky distribution 
systems result in low pressures in the 
distribution network. This can result in the 
intrusion of external contaminants into the 
leaky and cross-connected infrastructure 
during supply interruption and reinstatement 
events. 

pH and Temperature 

The results showed that the average 
temperature records of water samples taken 
from the schools was 25.4oC ranging from 
22.4oC to 28.1oC.  Similarly, earlier studies 
in Gondar zone [12], Bahir Dar [13]and 
Nekemt[14]reported a mean temperature of 
21.3oC, 23.8oC and 20.8oC, respectively. In 
tropics, the climate is characterized by high  

 

 

temperature and convective rainfall, and 
these factors might have contributed to the 
high temperature records of water samples 
from different cities of Ethiopia that did not 
meet the WHO standard of < 15oC [14]. 

Akaki catchment having a ground water 
source has the largest mean and median PH 
values of 7.96 and 8 respectively. The next 
is the Gefersa catchment with mean and 
median PH values of 7.75 and 7.71 
respectively. Finally, Legedadi catchment 
has the lowest mean and median PH values 
of 7.6 and 7.57. PH results for the samples 
taken from the treatment plants is given in 
table 1 and PH values of the schools is given 
in figure 1. 

Table 1 PH levels of samples taken from the 
treatment plants 

Sources pH 
Before 

Treatment 
After 

Treatment 
Akaki 
treatment  

8.33 8.2 

Legedadi 
treatment  

7.9 7.7 

Gefersa 
treatment 

7.3 7.72 

For comparison, the average PH levels of 
various cities’ water sources are given in the 
table below. The variation could be due to 
geological conditions of the water sources.  

Table 2 The average PH levels of various 
cities’ water sources 

City PH level Reference 
Ziway 8.3 [15] 
Adama 7.8 [16] 
Nekemte 6.8 [14] 
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Figure 1 Distribution of PH in Addis Ababa 
 
All samples remained within the 
recommended standard limits of 6.5-8.5as 
noted by WHO [17] and ESA [18]. The 
average pH levels from all 38 schools were 
7.77 and the PH levels measured from the 
schools’ tap water were generally lower than 
the source for all sub-systems. Both median 
and mean values of the samples from the 
schools were also smaller than the source 
water (AAT, LAT and GAT). The slight 
reduction in the PH values measured in the 
water samples may be attributed to the 
corrosion of aged and cross-connected 
metallic pipeline materials used in the water 
supply distribution system. This decrease in 
PH is consistent with the study by 
Mekonnen [3] who reported that the PH in 
drinking water decreases as a result of 

corrosion taking place in distribution 
systems. 

Free Chlorine 

The minimum recommended WHO value 
for free chlorine residue in treated drinking 
water is 0.2 mg/L. In this study, 16 out of 38 
(42.1%) of the school water samples had a 
free chlorine value below 0.2mg/L. 
Highlighted samples in figure 2 show 
samples having free chlorine level below 
0.2mg/l. Similar studies showed that 15.2%, 
37.5%, and 95.7% of tap water samples 
from tap water distribution systems in 
Nekemte [14], Ziway [15] and Bahr Dar 
towns [13] contained lower free chlorine 
than the recommended limits.  
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Figure 2 Free chlorine distribution (highlighted samples have residual chlorine below 0.2mg/L) 

In the Akaki catchment, 40% (6 out of 15) of 
the samples have residual chlorine values 
below the recommended 0.2mg/L. For 
Legedadi, 26.67% (4 out of 15) and for 
Gefersa 75% (6 out of 8) of the samples 
have values below 0.2mg/L. The free 
chlorine levels of the samples from the 
treatment plants are also listed in table 3. 

Table 3 Free chlorine levels of samples taken 
from the treatment plants  

Sources Free Chlorine (mg/l) 

Before 

Treatment 

After 

Treatment 

Akaki treatment  0.04 0.45 

Legedadi treatment  0 0.45 

Gefersa treatment 0 0.04 

Similar studies showed that the free chlorine 
level of water samples from disinfection point 
in Nekemte town was 0.23mg/l[14]. The 
treatment outlet of Ziway town had free 
chlorine of 0.79mg/l[15]. But unlike these two 

studies, 0.03mg/l free chlorine was recorded 
from the main distribution tank of Bahir Dar 
town[13]which is similar to the free chlorine 
level of Gefersa treatment plant as seen on 
table 2.  

For the treatment plant assessment, chlorine 
residue was tested based on the data 
collected on the 18th of May 2018. The test 
results revealed that treated water leaving 
Gefersa treatment plant had no residual 
chlorine. Since this was not logical, that 
water leaving a treatment plant must have 
residual chlorine, another sample was 
collected on the 19th of May 2018 in order to 
clarify such issues. But the sample from had 
a value of 0.04mg/l which was less than the 
WHO recommended 0.2mg/l. This clearly 
shows the poor management and quality 
control works in the treatment plants. 

For the assessment of distribution systems’ 
performance in terms of residual chlorine, it 
is expected that the concentration degrades 
when treated water enters into the 
distribution system. A possible reason for 
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this rapid drop in concentration could be due 
to the breakdown of residual chlorine by 
microbes attached to biofilms, corrosion in 
pipes and water aging in distribution system. 
Another possible reason could be the 
intermittent supply of water that can lead to 
negative pipe-pressure and intrusion of 
contaminants. These contaminants could 
further reduce the residual chlorine in the 
distribution system. The distance of the 
schools to the treatment plants and 
increasing time spent in water storage 
reservoirs and pipes could also deplete the 
residual chlorine before it reaches the 
schools taps. These assumptions are similar 
to study findings by Mekonnen[3] who 
reported that rapid deterioration of residual 
chlorine occurred in the water distribution 
network of Legedadi sub-system. This was a 
result of, the distance from the treatment 
plant, the intermittent supply leading to 
contaminant intrusion, and growth of 
bacteria in pipes due to the depletion free 
residual chlorine. In addition, a study by 
Kumpel and Nelson [19] compared the 
microbial water quality in an intermittent 
and continuous piped water supply. It was 
reported that a significantly higher 
proportion of samples collected from a 
continuous supply met the minimum 
standard for residual chlorine concentrations 
when compared to samples from intermittent 
water supplies. 

Microbial Analysis 

Bacteriological analysis of the samples 
revealed that there was total coliform 
bacteria contamination in the three 
catchments. Accordingly, 3 out of 15 
samples from Akaki ,2 out of 15 from 
Legedadi and 2 out of 8 samples from 
Gefersa catchment were contaminated. 
Table 3 shows the bacterial count for the 3 
catchments. Treated water samples taken 
from the treatment plants were also free 
from contamination. 

Table 4 Total coliform count of samples 
contaminated 
Catchment Sample Local 

Name 
CFU/100

ml 
Akaki Auxilium catholic 

school 
2 

Akaki Great Ethiopian 
transformers 
school 

120 

Akaki TibebGebeya 
school 

1 

Legedadi Goro primary 
school 

65 

Legedadi Vision academy 20 
Gefersa BiruhTesfa 

kindergarten 
1 

Gefersa Amigonian 
school 

1 

The highest total coliform count was 
recorded from tap water at Great Ethiopian 
transformers school in Akaki catchment 
with 120 CFU/100ml. This is similar with a 
study byDuressaet. al [14] in Nekemte town 
that reported a highest total coliform count 
of 95 CFU/100ml.  

All of the samples did not show any sign of 
E. coli contamination. This means the water 
is safefrom fecal contamination. However, 
on the contraryto the presented findings, a 
study by Mekonnen[3] showed E.coli 
contamination in Legedadi sub-system. This 
is presumably due to the fact that samples in 
that study were taken from July to 
September on the rainy seasons. Therefore, 
contaminants can easily enter the 
distribution system in these wet seasons. On 
a similar study in Nekemte town, 37% of 
samples showed fecal contamination [14]. 

Total coliform contamination was found in 
all catchments and all contaminations are 
directly related with the free chlorine. The 
seven contaminated samples had residual 
chlorine below 0.12mg/l which contradicts 
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the WHO recommended value of 0.2mg/l. 
Similarly, studies by Kumpel and Nelson 
[19] in Hubli-Dharwad, India and 
Mekonnen[3] in Addis Ababa, Ethiopia have 
also reported frequent and elevated bacterial 
contamination in tap water samples with 
residual chlorine concentrations below the 
recommended guideline values. Zero 
bacteria counts are reported in water 
samples retaining good residual chlorine 
concentrations in both studies which 
resembles the present study. 

The microbial water quality results 
measured in this study strongly agree with a 
study conducted by Kumpel& Nelson [19]. 
It was reported that bacterial contamination 
is more frequent in intermittent water supply 
networks when compared to those 
continuously supplied. The study reported 
by Mekonnen[3] also suggests that bacterial 
contamination in an intermittent water 
supply could be caused to the intrusion of 
contaminants from the environment when 
the water supply to pipelines is turned off. 
This causes negative pipe-pressure events 
and causes problems when combined with 
cross-connection pipelines. These issues are 
common in Addis Ababa and are the main 
problems within the study areas. 

CONCLUSIONS 

Based on the results from this study, we can 
conclude that the main cause of water 
quality degradation in the distribution 
system is likely due to the efficiency of 
water distribution infrastructures. This is 
associated with the disruption in water 
supply, intermittent supply, lack of 
continuous flow in distribution network and 
age of pipes which are susceptible to 
leakages. This results in the intrusion of 
external contaminants in the pipelines of the 
distribution system. This may ultimately 
result in non-compliance with the WHO 
drinking water standards. To combat such 

challenges improving water distribution 
system efficiency, regular monitoring of 
water quality level at the source as well as 
within distribution network and automated 
system management strategies are relevant 
recommendations. From school children 
health point of view localized water supply 
treatment at school inlet systems are also 
possible options. 
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ABSTRACT 

Degradation of railway track can be described 
by main geometry parameters such as profile, 
alignment, gauge, cant, and twist but track 
geometry quality index can be used for 
aggregating two or more geometric defects and 
represent health condition of track structure. 
This paper discusses different methods of 
quality indexes and analyzes numerically three 
methods based on real track geometry 
measurement data from Addis Ababa – Djibouti 
railway line and their advantages discussed for 
the purpose of recommending TQI method for 
predicting future state of track which will be 
used in Predictive maintenance. Data collected 
is from 25-27 of May 2020 for 215.8Km length. 
Results from analysis shows, track geometry 
index (TGI) represents track quality more 
reasonably. Chinese TQI method can also 
represent track quality but gives equal 
weightage for all types of degradation 
parameters on the other hand TGI allocated 
more weightage for parameters with higher 
effect on ride quality. J synthetic method can 
only represent two types of quality below and 
above threshold but the two other methods 
represent more quality levels. Theoretically, 
advantages and disadvantages of methods 
discussed can be referred but practically 
recommended method can be used in prediction 
models for implementing predictive 
maintenance.   

Keywords: Track degradation, Track geometry 
defects, track quality Index, track quality level, 

 
 
1. INTRODUCTION 

1.1. Background 
Railway track as a base element of railway 
system greatly and directly influences safety 
and cost efficiency of rail transport. In process 
of track management, maintenance-of-way 
departments have to try to balance cost 
associated with potential damages arising from 
unfavorable tracks and cost for Maintenance & 
Renewal activities to minimize life cycle cost 
of track. To attain minimization of life cycle 
cost, there are key issues which need to be 
addressed. One of them is the railway track 
condition forecast technology [1]. 
 
In order to forecast railway track condition it 
shall be defined first. There are different 
methods of defining track condition but most of 
track condition forecasting models use track 
geometry parameters.  
 
In order to measure track conditions by using 
track geometry model, typically track is divided 
into several shorter sections and geometry 
statistics are performed to each of them. 
Geometry statistics are then summed up to give 
a measure of overall segment quality, which is 
commonly called Track Quality Indices (TQIs). 
Use of TQIs provides possibility to assess 
railway track performance indicators, to design 
interventions, and to compare track 
performances before and after 
intervention[2].Methods of calculating TQI 
varies by country. In China, TQI is calculated 
as the sum of the standard deviation of 7 track 
geometry measurement. In United States, TQI 
is calculated as ratio of traced space curve 
length to track segment length.  
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In Europe, J synthetic coefficient is used as an 
indicator of track quality based on standard 
deviation in Polish Railways. In India, a 
formula, called track geometry index (TGI), has 
been developed by Indian Railways to represent 
quality of track. This model is based on 
standard deviation of different geometry 
parameters over a 200m segment [3]. This 
paper discusses different methods used to 
represent track quality and analyses three of 
them based on real geometric measurement 
data from Addis Ababa-Djibouti railway for the 
purpose of recommending one method to be 
used for predicting the future state of track in 
the aim of implementing predictive 
maintenance.  

1.2. Problem statement 
Railway transport is the most economical 
transport next to water transport especially for 
freight transportation. To maintain the 
economic benefit of railway transport it is 
important to make the running cost as low as 
possible. One of the major running costs 
includes infrastructure maintenance cost which 
takes the greater share of infrastructure 
maintenance costs.  To achieve minimization of 
maintenance cost it is important to implement 
predictive (condition based) maintenance which 
needs prediction of future state of 
infrastructure. Predicting needs prediction 
models and to have better models the condition 
of the structure shall be defined in a better 
indicator. In case of track infrastructure there 
are different methods representing quality of 
track geometry this paper focuses in discussing 
and recommending method of track geometry 
quality aiming to use it for predicting future 
state of track infrastructure. Prediction will help 
for implementation of predictive (condition 
based) track infrastructure maintenance.   

1.3. Research purpose and objective 

The purpose of the study is discussing different 
method of track quality index and 
recommending better method of quality index 
based on real track geometry measurement on 
existing railway line. The main objective is 
recommending track quality index method 
which will be used for prediction of future track 

condition and supporting the implementation of 
predictive track infrastructure maintenance.  

2. Research methodology 
The study method consists of explorative 
research and statistical quantitative data 
analysis, explorative approach is used in 
literature reviews and quantitative statistical 
data analysis is used for comparison and 
recommendations based on results.  

2.1. Research process 

 
Figure 1 Research process flow chart 

2.2. RESEARCH METHODS 

Exploratory method used in literature review 
and statistical quantitative data analysis is used 
in data analysis. Literature study and survey is 
employed, the materials used include Journals, 
Thesis, Books, Manuals, conference papers. 
The lists of Key words used to search 
literatures:-Track quality Index, Track geometry 
defects, track degradation, track quality level 

Secondary quantitative data is collected form 
Addis Ababa Djibouti railway line regarding 
the geometry of railway track from Track 
geometry measuring vehicle. Data analysis 
activities include data selection based on the 
line characteristics and classification by a 
section of 200m length, preliminary data 
analysis and detailed data analysis.  

Literature
review 

Data collection

Data Analysis 
and Discussion  



Analysis of Track Geometry Index Measurement Methods 

Journal of EEA, Vol. 40, July 2022                                                                              35 
 

3. Railway track characteristics and 
degradation parameters 

Changes in TQI, track settlement and average 
growth of track's irregularity are considered to 
be main track deterioration criteria from the 
aspects of track geometry, on tracks sub-
structure and super structure, respectively[4]. 

Track geometry degradation is usually 
quantified by five track defects: the 
longitudinal leveling defects, the horizontal 
alignment defects, the cant defects, the gauge 
deviations and the track twist[5]. 

By looking to literature it can be observed that 
most of researchers considered short 
wavelength longitudinal level as crucial factor 
in degradation modeling[6]. This can be seen in  

Figure 2 

 
 
Figure 2 Distribution of applied track geometry 

measures [6] 

3.1.    LITERATURE REVIEW 
 
Determining an indicator to represent track 
quality is an essential prerequisite for modeling 
track degradation. Indices for representing track 
quality condition are demonstrated in Figure 
3[6]. 

 
Figure 3 Track condition [6] 

According to Xu [1],track condition is 
described by eight geometrical parameters : 
Gauge, Cross Level, Left/Right Surface, 
Left/Right Alignment, Twist, and 
Curvature[1].But in most cases, an artificial 
track quality index (TQI) has been created as a 
linear combination of geometry measurements 
to indicate track state. These have been used in 
a Markov model where TQI is calculated in a 
range of 0-100 based on unevenness, twist, 
alignment and gauge measurements [7]. Track 
Quality Index is defined as a numerical value 
that represents the relative condition of track 
surface geometries [2].American Railway 
Engineering and Maintenance-of-Way 
Association(AREMA) defined TQI as a 
number, derived from a formula that 
characterizes measured data collected from a 
Track Geometry Measurement Vehicle 
(TGMV) over a segment of track. It 
summarizes relatively large quantity of discrete 
measurements generated by a TGMV to allow 
characterization of an entire track segment [8]. 

3.2. Space curve method 
On study by Sharma, track geometry data for 
each 30.48cm is first aggregated into 160.934m 
segment, and each segment is L0 in length. TQI 
is then calculated for each type of track 
geometry measurement individually using the 
following formula. 

𝑇𝑄𝐼 =  𝐿𝑠𝐿𝑜
− 1 × 106                                 (1) 
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where 
TQI = track quality index; Ls = traced length of 
space curve (m);Lo = fixed 160.934mlength of 
track segment 

𝐿𝑠 =    ∆𝑦𝑖2 + ∆𝑥𝑖2 
𝑛

𝑖=1

=    ∆𝑦𝑖2 + 0.0929 
𝑛

𝑖=1
     (2) 

where 
Δyi = difference in two adjacent measurements 
(m.);Δxi = sampling interval along the track 
(=0.3048m.);i=sequential number.  
 
In the presence of separate track geometry data 
for left track and right track, as in the case of 
surface and cant, we always choose the 
measurement (error) with higher absolute 
value[3]. 
As illustrated in Figure 4, for a specified track 
segment length, the rougher the track surface, 
the longer the space curve will be when 
stretched into a straight line[9]. 

 
Figure 4 FRA Length-Base TQI Approach[9] 

According to conclusions of this research “The 
TQIs developed were found to be able to 
quantitatively evaluate track quality and relate 
track quality to the Federal Track Safety 
Standards. These TQIs may be used to further 
evaluate vehicle and track interaction by 
incorporating vehicle characteristics. They may 
also be used as a tool to evaluate the 
effectiveness of track maintenance activities” 
[9]. 

3.3. J Synthetic Coefficient 
In Europe, J synthetic coefficient is used as an 
indicator of track quality based on standard 
deviation in Polish Railways [3].Four track 

geometry parameters are considered in this 
index: vertical irregularities, horizontal 
irregularities, twist, and gauge [2]. The 
equation for calculating J synthetic coefficient 
is:  

𝐽 = 𝑆𝑍 + 𝑆𝑦 + 𝑆𝑤 + 0.5 ∗ 𝑆𝑒
3.5                          (3) 

where: - Sz, Sy, Sw and Se, are standard 
deviation of vertical irregularities, horizontal 
irregularities, twist, and gauge, respectively. 
Standard deviation for each measured 
parameter is calculated by the following 
equation: [2] 

𝑆 =  1
𝑛  𝑥𝑖 + 𝑥  2

𝑛

𝑖=1
                                    (4) 

Based on the above equation, n is identified as 
number of signals registered on track being 
analyzed, xi represents value of geometry 
parameters at point i and 𝑥 is the average value 
of measured signals. J synthetic track quality 
coefficient also specifies allowable deviation of 
J [2] 

Table 1.Allowable deviation of J coefficient 
based on line speed[2] 

Speed  
[km/h] 

J Coeff. 
[mm] 

Speed  
[km/h] 

J Coeff. 
[mm] 

80 7.0 150 2.3 
90 6.2 160 2.0 
100 5.5 170 1.7 
110 4.9 180 1.6 
120 4.0 190 1.5 
130 3.5 200 1.4 
140 2.8 220* 1.1 

*Calculated through extrapolation  

3.4. Track Geometry Index (TGI) 
Indian Railways developed a formula to 
represent quality of track called TGI. This 
model is based on standard deviation of 
different geometry parameters over a stretch of 
200 m segment. TGI is calculated for each 
segment and average value of such segments in 
every km gives general TGI value. With respect 
to effect of each geometry parameter on ride 
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quality, TGI has given different values for 
various geometry parameters as shown in the 
following formula:[2] 

𝑇𝐺𝐼
= 2𝑈𝐼 + 𝑇𝐼 + 𝐺𝐼 + 6𝐴𝐼

10                                  (5) 

where: - UI, TI, GI, and AI are index for 
unevenness, twist, gauge, and alignment 
respectively. For each measured track 
parameters, the index is calculated from the 
relation: 

𝐺𝐼,𝑇𝐼,𝐴𝐼,𝑈𝐼 = 100 × 𝑒− 
𝑆𝐷𝑚𝑒  𝑠−𝑆𝐷 𝑛
𝑆𝐷𝑚𝑎𝑖𝑛𝑡 −𝑆𝐷 𝑛

         (6) 

where:- SDmesis standard deviation of 
measured geometry parameters, SDnrepresents 
standard deviation prescribed for newly laid 
track and SDmaintis prescribed standard 
deviation for maintenance. SDnand  
SDmaintare given in table 2  

Table 2 Standard deviation (SD) values[2] 

Parameters 
Chord 
Length 

SD 
for 
newly 
laid 
track 

SDmaint 
Vmax ≥ 
105 
km/h 

Vmax. 
< 105 
km/h 

Unevenness 9.60 2.50 6.2 7.2 
Twist 3.60 1.75 3.8 4.2 
Gauge 1.00 1.00 3.6 3.6 
Alignment 7.20 1.50 3.0 3.0 

Table 3 TGI Classification for maintenance [2] 
No  TGI Value Maintenance requirement  
1 TGI > 80 No maintenance required 
2 50 < TGI < 80 Need basic maintenance  
3 36 < TGI < 50 Planned Maintenance 
4 TGI < 36 Urgent Maintenance  
 
The advantages of TGI are: 
1. It gives an idea of health of continuous 

length rather than highlighting isolated bad 
locations. 

2.It gives due weightage to different parameters 
as per their effect on the Ride Index. 

3.The range over which it varies is much 
smaller and it does not get affected by minor 
changes from run to run. A variation of 10 in 

TGI shows a significant 
improvement/deterioration in the track quality 
[10]. 

3.5. Italian Railway Quality Indices 
In order to calculate Rail quality indices RQI 
(Italian IQB), the Italian railway regulations on 
rail maintenance specify the following 
defectiveness indexes: defectiveness index of 
longitudinal level, equal to standard deviation 
on a 200m plane of longitudinal level; 
defectiveness index of alignment, equal to 
standard deviation on a 200m plane of 
alignment; defectiveness index of transversal 
level, equal to standard deviation on a 200m 
plane of transversal level; wedging index, equal 
to highest on a 200m plane, and therefore to the 
worst of the above-mentioned defectiveness 
indexes [11]. 
 
The regulations on rail maintenance survey, 
introduced by Italian Railway Network (RFI, 
Rete FerroviariaItaliana), impose three Rail 
Quality Levels which call for “full 
implementation of the line” and a level which 
requires such railway operational restrictions as 
slowing downs on the line and traffic blocks 
[11]. 

Table 4 Levels of Degradation for Rail quality 
Index RQI (Italian IQB) [11] 
Degradation 
level 

Threshold 
value  

Required action 

Optimal 
Level  

1.2 excellent geometry 
conditions 

Level of 
attention 

1.8 geometry is to be 
monitored 

Level of 
intervention  

2.25 maintenance works is 
required 

Level of 
safety  

2.7 traffic slowing down or 
block required 

3.6. Five Parameters of Defectiveness 
Five parameters of defectiveness are noted as 
W5, which is a quality measure of line segments 
developed by Polish Railways. The formula 
treats defectiveness of each geometry parameter 
as an independent event in practice [12]. 
Considering arrangement of parameters 
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𝑊5 = 1 −  1−𝑊𝑒 .  1−𝑊𝑔 × 
 1−𝑊𝑤 .  1−𝑊𝑥 .  1 −𝑊𝑦                      (7) 

where: - We – defectiveness of track gauge, 
Wg– defectiveness of cant, Ww– defectiveness 
of twist, Wxand Wyare arithmetic averages for 
vertical and horizontal irregularities, 
respectively, as determined from defectiveness 
of left and right rails. Coefficient of parameter 
defectiveness Win the approach is calculated 
using the following Eq.8  [12] 

𝑊 =  𝑙𝑖𝑛
𝑖=1
𝑙                                                        (8) 

where: -W has to be substituted with We, Wg, 
Ww, Wx and Wyrespectively; liis a number of 
samples of assessment section which exceeded 
an allowed value of We, Wg, Ww, Wxor Wy 
respectively; l is a total number of section 
samples, n is a number of exceedances of 
allowed threshold for total measured section. 
Five-parameter defectiveness is calculated 
based on the exceedances of the maximum 
allowed limit values. The qualification for line 
maintenance which depends on defectiveness 
value is specified in Table 5 [12]. 

Table 5 Quality qualification of track lines [12] 
Evaluati
on of 
line 

  New Good 
Condition 

Sufficient 
condition 

Indicating 
insufficient 
condition  

Value 
W5 

W5  
< 
0.1 

W5  
< 0.2 

W5 < 0.6 W5 > 0.6 

3.7. TQI Proposed by A. Chudzikiewicz et al  
A paper by Andrzej [12]. developed a new 
method of determining TQI by conducting a 
complete dynamic analysis of railway 
vehicle/track system response. In this 
system, defect and degradation of track are 
estimated from vertical acceleration measured 
on an axle-box. Algorithm proposed in the 
paper specifies TQI as determined by inertial 
measurement. Inertial measurement is based on 
a simple law where double integration of 
acceleration indicates a position on an 
accelerometer. For example, a vertical position 
of a wheel can be computed by double 
integration of axle-box acceleration. The result 

provides longitudinal level due to a wheel being 
continuously in contact with a rail.TQI 
dependent on velocity takes form: - 

𝑇𝑄𝐼 = 𝑊𝑡 ,𝑣 𝑣 = 

𝑐𝑡 . 𝜋.  𝑣𝑣𝑒
 

6
. lim𝑇→+∞  

1
𝑇 𝑎 𝑒

2
𝑇

0
 𝑣𝑣𝑒

. 𝑡 𝑑𝑡  
0.15

  (9) 

where: ve-chosen reference velocity, v -current 
vehicle velocity, ct-is constant value set on the 
basis of numerical research, t -time and a-axle 
box acceleration [12]. 

Table 6 Track quality qualification railway 
tracks by TQI coefficient [12] 
 
Evaluation 
of line 

 
New 

Good 
Conditi
on 

Sufficient 
condition 

Indicat
ing 
insuffi
cient 
conditi
on  

TQI Value  < 0.1 < 0.13 < 2.20 > 2.20 

3.8. Australian Rail Track Corporation TQI 
Australian Rail Track Corporation (ARTC) 
uses a „Track quality index‟ (TQI) to provide 
an indication of track condition for specific 
sections of track. A TQI is derived from 
statistical analysis of track geometry car data 
for vertical alignment, horizontal alignment, 
twist and gauge over 100 m sections of track. 
Summation of four calculated indices provides 
a combined TQI for each 100 m section of 
track. Values are then averaged to give a TQI 
for longer sections of track or a rail 
corridor[13].  
 
The intent of the TQI is not to provide a 
quantifiable pass/fail indication of track 
condition, nor is it used to identify specific 
track defects. TQI provides an overview of 
track quality and longer term trend analysis for 
strategic programming of track improvement 
works on the rail corridor. The ARTC typically 
reports on the percentage of track for each 
corridor that exceeds a TQI value of 25, 
considered (based on historical experience) as 
an optimal target maintenance level for 
concrete sleeper track. Specific track 
irregularities are identified through track 
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inspection and track geometry car exception 
reports[13]. 

3.9. Track quality Index used in China 
railways 
TQI is the summation of standard deviations of 
seven irregularities, that is vertical irregularities 
(left and right) alignment irregularities (left and 
right), gauge, cross-level irregularity, and warp, 
in each 200m long track section[14] 

𝑇𝑄𝐼 =  𝜎𝑖
7

𝑖=1
                                                 (10) 

𝜎𝑖 =  1
𝑛  𝑥𝑖𝑗 − 𝑥𝑖  

2
𝑛

𝑗=1
   𝑎𝑛𝑑   

𝑥𝑖 = 1
𝑛 𝑥𝑖𝑗

𝑛

𝑗=1
                                                      ( 11)  

where N (N=7) denotes irregularity number, 
σiis standard deviation of each irregularity, xijis 
the value of local irregularities, xi is average 
value deviation, n is the number of sampling 
points. 

Table 7 Track Quality Index Management 
Value [15] 

Sp
ee

d 
cl

as
s Left 

hig
h 
low 
mm 

Right 
high 
low 
mm 

Left 
orbit 
mm 

Right 
orbit 
mm 

Gauge 
mm 

Level 
mm 

Trian
gle pit 
mm 

TQI 
Value 

V
≤8

0
km

/h
 2.2

~ 
2.5 

2.2~ 
2.5 

1.8~ 
2.2 

1.8~ 
2.2 

1.4~ 
1.6 

1.7~1.
9 

1.9~ 
2.1 

13~ 
15 

80
km

/h
＜

V
m

ax
≤1

20
km

/h
 

1.8
~ 

2.2 

1.8~ 
2.2 

1.4~ 
1.9 

1.4~ 
1.9 

1.3~
1.4 

1.6~1.
7 

1.7~ 
1.9 

11~ 
13 

12
0k

m
/h
＜

V
m

ax
 

≤1
60

km
/h

 

1.5
~ 

1.8 

1.5~ 
1.8 

1.1~ 
1.4 

1.1~ 
1.4 

1.1~ 
1.3 

1.3~ 
1.6 

1.4~ 
1.7 

9~ 
11 

16
0k

m
/h

＜
V

m
ax

 

1.1
~ 

1.5 

1.1~ 
1.5 

0.9~ 
1.1 

0.9~ 
1.1 

0.9~ 
1.1 

1.1~ 
1.3 

1~ 
1.4 

7~ 
9 

Note: - the reference is translated from Chinese 
version to English by Google translate   

3.10. Track quality Number MDZ 
The MDZ number comprises both horizontal 
and vertical deviations in track together with 
speed and lack of super elevation. This 
measurement is developed to capture changes 
in acceleration over a certain distance from a 
passenger point of view by direct mathematical 
analysis of real track geometry data, recorded 
by measuring wagon. The variation of 
acceleration is regarded as main criteria for 
comfort. Therefore, the sum of all changes in 
acceleration over a certain distance (charged 
with some corrective parameters) reflects the 
MDZ number for this section. This quality 
number reflects the riding comfort [16]. The 
MDZ number is defined as  

𝑀𝐷𝑍
= 𝑐 × 1

𝐿 × 𝑣0.65

×   ∆𝑣𝑒𝑟𝑡. 𝑙𝑒𝑣𝑒𝑙 2 +  ∆ℎ𝑜𝑟𝑖𝑧. 𝑙𝑒𝑣𝑒𝑙 + ∆𝑐𝑎𝑛𝑡 2

𝐿
∆𝑥

𝑖=1
        (12)       

where: - Δvert. level and Δhoriz. level, is the 
difference in track deviation from one 
measurement point to the next. Here, ∆cant is 
the difference in cant level from one 
measurement point to the next. 

3.11. Q Index 
Pro rail of Netherlands converts SD index into 
a more universal form across different classes 
of tracks, as shown in (13). Q index ranges 
from 10 to 0. The larger the Q index, the better 
track quality [17]. 

𝑁 = 10 ∗ 0.675
𝜎𝑖

𝜎𝑖80                           (13) 

where: - 𝑁 denotes Q index for quality 
parameter over 200m track segment,  
𝜎𝑖 is standard deviation for the quality 
parameter, and  
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𝜎𝑖80 represents 80th percentile of standard 
deviations for 200m segments in maintenance 
section ranging from 5 to 10 km. 

3.12. Canadian National Railway’s TQI 
Canadian National Railway Company uses 2nd 
order polynomial equation of standard 
deviation 𝜎𝑖 of measurement values for quality 
parameter over track segment to assess its 
partial quality, as formulated in (14). The 
overall quality assessment is achieved by 
averaging six partial quality indices for gauge, 
cross level, left (right) surface, and left (right) 
alignment[17]. 

𝑇𝑄𝐼𝑖 = 1000 − 𝐶 ∗ 𝜎𝑖2                                 (14) 

where𝐶-is a constant and takes value of 700 for 
main line tracks 
A larger track quality index implies track 
segment has better quality. 

4. Analysis of TQI measurement methods 
In this section, three methods of TQI 
measurements are analyzed based on real track 
geometry measurement data from conventional 
railway line. The data is taken from Track 
geometry measuring vehicle record of Addis 
Ababa Djibouti standard gauge railway line on 
May 25-27, 2020. The section of reading on the 
line is from Adama (KM 114) to Mieso (Km 
329+057)  
The methods analyzed are J synthetic 
coefficient, track geometry index (TGI), and 
TQI used in Chinese railway.  
 

4.1.Study area for the case comparison  
The study area used for data collection is in 
Ethiopia and starts from Sebeta,10Km distance 
from Addis Ababa passes through Debrezeyt, 
Mojo dry port, Addama, Metehara, Awash, 
Mieso, Dire Dawa and Dewale cities. 
 

 
 
Figure 5 study area (Addis -Djibouti Railway 
line)      source ERC website 

Data collected from Addis Ababa – Djibouti 
railway line under operation is used for 
analysis. This line is about 656km in length and 
it is Chinese class II standard gauge railway. 
Track inspection vehicle checks dynamic 
partial unevenness (peak management) of track; 
involving track gauge, level, height, track-
alignment, twist, vertical acceleration and 
horizontal acceleration.  

 
The dynamic quality of overall unevenness 
(mean value management) at line section is 
assessed through track quality index 
(TQI).From these detailed data this study 
focuses on five of the track geometry data only 
1) longitudinal profile: vertical unevenness 2) 
Horizontal alignment 3) Gauge 4) Cant (supper 
elevation) and 5) twist: the difference between 
supper elevation of the rail in two consecutive 
measurements (change in supper elevation) The 
track geometry measuring vehicle collects four 
of this basic data namely longitudinal profile, 
horizontal profile, Gauge, and cant others are 
derived from these basic data. From the whole 
line data used for the comparison of the 
selected three methods of track quality index is 
the section from Adama (KM 114) to 
Mieso(Km 329+057) which is shown by the 
rectangular box on figure 5. This covers about 
215Km length.  
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RESULTS 

Table 8 Comparison between Chinese TQI, J 
synthetic value and TGI 

 

 
Figure 6, Comparison of TQI, TGI, and J 

Synthetic methods by severity level, case 1 

As we can see from figure 6 in this situation the 
Chinese TQI measurement method seems more 
conservative than the other two methods this is 
because TGI method gives wider range for the 
“Basic maintenance” level of severity.  J 
synthetic method only reflects two categories of 
track quality one above the threshold and the 
other below the threshold value which makes 
the categorization more difficult in 
understanding the progress of deterioration in 
several levels of quality.  

  
Figure 7 Comparison of Chinese TQI, TGI and 
J Synthetic methods case 2 
 
On this case the reverse of case one above 
becomes evident. TGI categorizes this section 
in to more Sevier stage than any of the two 
methods, this happens because TGI gives more 
weightage to track geometry parameters which 
have more serious effect on ride quality and 
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less to those having less effect on ride quality 
during the calculation of TGI value.  
 
However the Chinese TQI method gives equal 
weight for all parameters of track geometry 
degradation. We can say that TGI method is 
safer for this case.  

 
Figure 8 Comparison of TGI, Chinese TQI and 
J Synthetic methods case 3 

In this case, similar to the case one above, TQI 
seems more conservative than the other two 
methods. This happens also because of giving 
the same weightage for all parameters of 
degradation during the calculation process of 
the aggregated TQI value. 

DISCUSSIONS 
 
Because the line in consideration for the case 
study is a conventional track and the design 
speed for freight is 80Km/hr. A speed of 
80Km/hr value is taken for the limits of the 
track quality index values in three of the 
methods under consideration. Even if the data 
used for analysis is taken on 215Km length of 
track, only some important sections are 
presented on the result.  
 
As we can see from Table 8, J synthetic 
coefficient method is not effective in indicating 
detailed values of track quality. It can only 
show those two levels of track quality, one 
exceeding threshold value and the other not 
exceeding, because it has only one threshold 
value. Because of this J synthetic method is 
indicating safe values for all of the seven track 

quality values which are above the acceptable 
limit in both of the other methods.  
On the other hand most of the track sections 
considered out of the threshold value by the 
Chinese TQI method is also above the threshold 
by TGI (track geometry index) method too.  
Except one point at KM 248.2 at this section 
the Chinese TQI method shows the section is 
safe for operation and does not exceed the 
threshold value but TGI method shows that the 
section needs basic maintenance. This result 
shows that TGI is more conservative and safer 
to use than the two other methods of track 
quality index.  
 
Regarding maintenance priority and definition 
of damage severity, both the TGI and Chinese 
TQI give different interpretations. For example 
if we take the section at KM 323.2 and KM 
324.2 graphically represented on figure 8, the 
Chinese TQI method defined the damage as 
more serious by labeling the damage exceeded 
by more than 20% of the threshold level, which 
implies; this sections need more priority for 
maintenance but TGI method labels these two 
sections in medium level of severity, labeling 
them as they can be considered in planned 
maintenance.  
 
These different interpretations come from the 
difference of calculation methods. The Chinese 
TQI method gives equal weights for all of the 
defects i.e. horizontal unevenness (right and 
left), Vertical unevenness (right and left), level, 
gauge and twist. But TGI gives different weight 
for those geometric defects by allocating higher 
weight for more serious effects on ride quality 
and lower weight for those having less effect on 
ride quality. In these regards TGI is more 
reliable than the Chinese TQI method. 
 
To the contrary on the section at KM 114, KM 
114.2, KM 300, KM 320.4, and KM 324 the 
Chinese TQI method labels the defects as 
medium Severity defects by indicating “more 
than 10% exceeded” from the threshold, for all 
sections except KM 300 which is labeled as 
lower level severity damage. But TGI labels the 
section in “Basic maintenance” which indicates 
lower level of severity. In this regard the 
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Chinese TQI method seems more conservative 
than TGI. The reason behind is again on the 
calculation method of the aggregated TQI in 
which TGI gives more reasonable weightage 
for track geometry parameters rather than 
giving same coefficient for all.  

CONCLUSIONS 
 
From the above results and discussion it can be 
concluded that both TGI and the Chinese TQI 
can give more categorization of track quality 
than J Synthetic method. But TGI gives a more 
reasonable track quality value than all of the 
three methods analyzed.  
Ethio-Djibouti railway line uses Chinese TQI 
method for characterizing track geometry 
quality index which gives more categorization 
of track quality but it‟s advisable to include 
TGI method.  
 

 LIMITATIONS OF THE STUDY 
This paper analyzed three methods of track 
quality measurement even if it discussed more 
than ten methods of track quality measurement 
this is because most of the methods reviewed 
need a more advanced track geometry data and 
the data which can‟t be found easily and needs a 
more advanced track geometry measuring vehicle 
or special equipment for data collection. Hence it 
is recommend other researchers to compare more 
options of track geometry measurement methods.  
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ABSTRACT 

In this study, six partially prestressed 
concrete exterior Beam-Column Joints 
with variable prestressing force and four 
partially prestressed concrete interior 
beam-column joints with variable column 
axial load ratio have been analytically 
analyzed and assessed to evaluate their 
hysteretic performance under reversed 
cyclic loading. A Two-Dimensional finite 
element software program, VecTor2, is 
used to validate the non-linear response of 
beam-column joint experiments executed 
in Chiba and Kyoto university, Japan. The 
analytical result adequately simulated the 
interior joints in all cycles of loading while 
in the exterior joint a reasonable 
underestimation of results was obtained at 
the last cycle. In the partially prestressed 
concrete exterior beam-column joints, 
variation of prestressing force had little 
effect on the ultimate storey shear 
capacity. Stiffness and ductility increased 
significantly with prestressing force before 
wide shear crack formation and high 
prestress loss at the joint. Strength 
degradation after peak response was severe 
with increasing prestress level. This 
phenomenon undermined the inelastic 
energy dissipation capacity of the highly 
prestressed joints at the later cycles. The 
increment of column axial load in the 
partially prestressed concrete interior 
beam-column joint resulted in wider 
pinching while the converse created severe 
pinching. Premature crushing of concrete 
at the joint  

 

 

 

due to high compressive stress from the 
column axial load and prestressing force 
was not observed in any of the specimens. 

Keywords: Partially Prestressed Concrete, 
Beam-Column joint, Prestressing force, 
Column axial load ratio, VecTor2, 
hysteretic response.  

INTRODUCTION  
 

For many years, the use of prestressed 
concrete members has been accepted to be 
advantageous for structures under flexure 
since it counteracts externally applied 
gravity loads. However, after a while, their 
significance in primary seismic-resistant 
members such as frames and shear walls 
has created a substantial argument. In 
Nishiyama’s research [1], a partially 
prestressed concrete exterior beam-column 
joint, prestressed with 0.5fyp (fypis the yield 
strength of prestressing steel), was 
subjected to a reverse cyclic loading and 
showed improved hysteretic performance 
than ordinary reinforced concrete joints. 
However, these joints were designed to fail 
in flexure with plastic hinge occurring at 
the beam-column interface. Thus, the true 
shear behavior of the joint was not fully 
understood. Kashiwazaki and Noguchi [2] 
studied the effect of prestressing force 
level on the ultimate storey shear capacity 
of partially prestressed concrete interior 
beam-column joints and concluded that no 
significant effect was obtained.  
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According to Paulay and Priestley [3], 
many beam-column joint failures have 
been observed in the 1980 EI Asnam [4] 
earthquake. Shear and anchorage failures, 
particularly at exterior joints, have also 
been identified after the 1985 Mexico [5], 
the 1986 San Salvador [6], and the 1989 
Loma Prieta [7] earthquakes. Beam-
column joints are very critical regions in 
reinforced concrete frames designed for 
inelastic response to seismic excitation. 
This is because they are located in an area, 
where shear and bond stresses are 
considerably high. These forces are 
resisted by diagonal compression strut 
mechanism and truss mechanism. The 
diagonal compression strut resistance 
mechanism is fully active before the stress 
transfer mechanism at the joint is 
demolished due to degradation in bond 
strength. The performance of a diagonal 
compression strut mechanism can be 
improved by confining the joint. Usually, 
joint confinement is provided by adding 
more transverse reinforcements. In 
addition to that, as discussed in Park and 
Paulay [8], compressive stress from 
column axial load widens the diagonal 
strut region in the joint as a result of an 
enlarged compression block across the 
column region. Due to the formation of a 
wider diagonal compression strut, 
horizontal bond forces along the 
longitudinal beam bars can now be 
disposed of more easily. 

In partially prestressed concrete beam-
column joints, additional joint compressive 
stress is provided from the compression 
force due to post-tensioning. By 
considering this advantage, in this study, 
the effect of introducing compressive 
stress in the partially prestressed concrete 
exterior beam-column joint with variable 
prestressing force is studied and their 
hysteretic behavior is evaluated. Premature 
crushing of concrete in partially 

prestressed concrete interior beam-column 
joint, that might occur due to high 
compressive stress, obtained from column 
axial load and prestressing force is also 
covered in this study.  

1.  FINITE ELEMENT MODELING AND 
VALIDATION 

Description of the examined partially 
prestressed concrete joints 

Two experimental programs, partially 
prestressed concrete interior and exterior 
beam-column joint, executed by 
Kashiwazaki and Noguchi [2], and 
Nishiyama and Wei [9] in Chiba and 
Kyoto University, Japan, were used to 
validate the analytical result. Both joints 
are designed to fail in shear at the joint to 
evaluate the joint's ultimate capacity. The 
interior specimens were subjected to a 
constant column axial load of 320 kN 
while no column axial load was applied to 
the exterior specimens. Figure 1 and 
Figure 2 show the sectional detail and 
reinforcement layout of partially 
prestressed concrete interior and exterior 
beam-column joints. Table 1 and Table 2 
shows the material properties of the 
partially prestressed concrete interior and 
exterior beam-column joints.  

 
Figure 1 Sectional detail, reinforcement 
layout, and test setup of the partially 
prestressed concrete interior beam-column 
joint 
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Mesh, constraints and loading  
In the partially prestressed concrete 
interior beam-column jointa rectangular 
mesh type was used with an element size 
of 40mm by 40mm in all regions except 
the load-bearing region at the beam ends 
and top and bottom of the column, for 
which is 23x40mm and 25x40mm were 
used. Four load cases were defined. Load 
case 1 was a monotonic loading which was 
assigned for the constant column axial 
load and the own weight of the specimen. 
Load case 2, 3 and 4 was a reverse cyclic 
loading that represents the lateral storey 
displacement history, 
±7, ±14, ±21, ±28, ±45 and ±72mm, 
which was applied progressively at the 
beam ends. Moment release was provided 
at the end of the beams and at the top and 
bottom of the column to simulate the 
inflection points in the actual structure. A 
push and pull load was assigned at the tip 
of the beam to simulate load reversal due 
to alternative drift. Figure 3 shows loading 
and boundary conditions for this specimen.  

 
Figure 3 Loading and boundary conditions 

 
Figure 4 Bond link element, loading and 

boundary conditions 

In the exterior joint a rectangular mesh 
was used with an element size of 
25x30mm at the beam region and 
30x30mm for the rest of the regions. Three 
load cases were defined. Load case 1 was a 
monotonic loading which was assigned for 
the self-weight of the specimen. Load case 
2 and 3 was a reverse cyclic loading that 
represents the lateral storey displacement 
history, ±12, ±24, ±36, ±48, ±60 and 
±90mm, which was applied progressively 
at the beam ends. Figure 4 shows bond 
link element, loading, and boundary 
conditions for these specimens. 

Analytical and Experimental result 
comparison 

In general, the finite element model 
sufficiently simulated the experimental 
result in both partially prestressed concrete 
interior and exterior specimens. The 
analytical hysteretic curves for the interior 
specimens (PC-0, PC-1, and PC-2) and 
exterior specimens (KPC2-1) in 
comparison with the experimental result 
are presented in Figure 5. The error that 
occurred in specimen KPC2-1 at the last 
cycles of the loading was significant 
relative to the others. This is due to the 
software’s inadequate performance when 
the specimen’s material nonlinearity 
becomes more pronounced as the number 
of repeated loading cycles increases after 
peak capacity. Such errors are believed to 
be improved by executing a three-
dimensional analysis. Since two-
dimensional models do not capture the 
effect of out-of-plane crack propagation, 
they tend to exaggerate surface crack 
width which might in turn underestimates 
the capacity of the member. The analytical 
failure crack pattern observed at each 
specimen in comparison with the 
experimental is also presented in Table 3.  
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Figure 5 Analytical & Experimental hysteretic 
response comparison for interior and exterior 
specimen  

1. PARAMETRIC ANALYSIS, RESULT, AND 
DISCUSSION 

  Parametric analysis  
In this study two parameters were studied, 
prestresseing force level and column axial 
load. The effect of prestressing force level 
was first assessed by analyzing the 
previously validated partially prestressed 
concrete exterior beam-column joint by 
varying the applied prestress in the 
prestressing steel, holding other 
parameters to be constant. The specimen 
details were defined according to their 
prestressing force level and presented in 
Table 4. 

On the other hand, the effect of column 
axial load on a highly prestressed joint was 
evaluated by analyzing four partially 
prestressed concrete interior joints. The 
specimens were subjected to an axial load 
ratio of 0, 0.1, 0.4, and 0.65, with a 
constant prestress of 0.8fpy as shown in 
Table 5.  
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Table 3 Failure crack pattern comparision for the experimental and analytical model 

 
 

 





Hilina Assega and Adil  Zekeria 

 

 
Journal of EEA, Vol. 40, July 2022  52 
 

 

 

 
Figure 6 Hysteresis response of partially 
prestressed concrete Exterior beam-column 
joint 
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Figure 7 Hysteretic response of partially 
prestressed concrete Interior beam-column 
joint 

DISCUSSIONS  
 

I. Effect of prestressing force on the 
partially prestressed concrete Exterior 
beam-column joint 

The seismic performance was evaluated 
based on storey shear capacity, stiffness, 
shear strength degradation after peak 
response, ductility, absorption, and energy 
dissipation capacity Ultimate storey shear 
capacity. 

(a) Ultimate storey shear capacity 

As can be observed from Figure 8, the 
prestressing force resulted in an 
insignificant effect on the ultimate storey 
shear capacity, under both positive and 
negative loading protocol. This is because 

under higher cyclic displacement 
prestressed concrete sections resemble the 
behavior of reinforced concrete sections. 
Therefore, they will have more or less 
similar capacity after experiencing some 
cycles.  

(b) Ductility, Stiffness, Strength 
degradation, and Energy dissipation 
capacity 

High ductility is essential in seismic 
design to delay the local failure of 
members by allowing plastic redistribution 
of actions from one critical section to 
another and to allow absorption and 
dissipation capacity of the input energy.  

Figure 9shows the effect of prestressing 
force on the displacement ductility factor. 
It can be seen that the increase in 
prestressing force in the beam-column 
joint resulted in a substantial increment in 
the ductility of the specimen. This is 
mainly due to the significant variation in 
the yield displacement. Due to the initially 
applied compressive stress by the 
prestressing steels, highly prestressed 
joints were able to counteract the positive 
deformation from the external loads at the 
initial stages of the loading. This led joints 
with higher prestress level to achieve their 
yield and peak/ultimate capacity at smaller 
yield and peak/ultimate deformations 
(∆𝑦  𝑎𝑛𝑑 ∆𝑝𝑒𝑎𝑘 ) as shown in Table 6. 

 
Figure 8 Effect of prestressing force on the 
ultimate storey shear capacity of partially 
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prestressed concrete Exterior beam-column 
joint 

 

Figure 9 Effect of prestressing force on 
displacement ductility factor  

Table 6 Yield and Ultimate displacements of 
partially prestressed concrete exterior joint 

 
Due to similar reasons, joints with higher 
prestress levels achieved greater stiffness 
as shown in Figure 10. Thus, they were 
able to attain their capacity without 
undergoing excessive deflection. On the 
contrary, the effect was completely 
reversed at the later stages of loading (after 
the 4th cycle). This was due to substantial 
loss of strength after peak response which 
resulted from prestress loss and was more 
pronounced for highly prestressed joints.  

 
Figure 10 Secant stiffness of exterior joints, 
computed for each loading cycle 

 
Figure 11 Strength degradation after peak 

response 

The strength degradation after peak 
response and loss of prestress is shown in 
Figure 11 and Figure 12. These 
phenomena undermined the energy 
dissipation capacity of joints with higher 
prestress levels at the later cycles of the 
loading as shown in Figure 13.   
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Figure 12 Strain distribution in the 
prestressing steel at the joint for each 
loading cycle 

 
Figure 13 Effect of prestressing force on 
accumulated energy dissipation capacity 

Effect of column axial load on the partially 
prestressed concrete Interior joints 

The seismic performance of these 
specimens was evaluated based on 
premature crushing of joint concrete due to 
high compressive stress from the column 
axial load and prestressing steel. The 

column axial load ratio effect was also 
evaluated on the Pinching behavior of the 
joints.  

(a) Premature crushing of concrete joint 
To study the premature crushing of 
concrete joint two parameters were taken 
into consideration. The first one is the 
ultimate storey shear capacity and the 
second one is an observation of internal 
vertical concrete stresses at the joint that is 
obtained at the last cycles of the loading in 
specimen IA65P80. Figure 14 clearly 
shows the effect of column axial load on 
the ultimate storey shear capacity of the 
specimens. Based on the analysis result, 
column axial load increment slightly 
enhanced the shear capacity of the joints. 
This is because the incoming compressive 
stress from the column axial load restrains 
the joint region against shear failure which 
considerably improves bond performance 
by preventing slippage of reinforcement 
bars.  

 
 In addition, an average concrete 
compressive stress observed in the beam-
column joint at the final loading stage of 
specimen IA65P80 was 15MPa which is 
56.3% of the compressive strength of the 
concrete (34.4MPa).  
 
Thus, since no drop of ultimate strength 
was encountered with column axial load 
increment and the incoming stress is still 
much less than the compressive strength of 
concrete at the joint, crushing of concrete 
is not expected to occur. Therefore, 
premature crushing of concrete due to high 
compressive stress from the column axial 
load and prestressing steel did not take 
place.   
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Figure 14 Effect of column axial load on 
the ultimate storey shear capacity 

(b) Pinching 
In reinforced concrete structures subjected 
to reverse cyclic loading, a large reduction 
in loading stiffness after unloading might 
occur. In the reloading branch of a 
hysteresis curve, after repeated cycles, 
cracks that occur previously in the tension 
side might still be open in addition to the 
one that is going to be created at the new 
face under tension. As a consequence, the 
concrete at the section will be fully 
cracked and the concrete will be 
ineffective in resisting the shear. This 
phenomenon causes narrowing of the 
hysteresis loops. Such effect is known as 
pinching.  The column axial load tends to 
offset the pinching behavior of the interior 
joints. As shown in Figure 7, specimen 
IA0P80, with no column axial load, 
experienced severe pinching. But as the 
column axial load increases, a moderate 
pinching was observed in the specimens. 
In specimen IA40P80 and IA65P80, the 
high compressive stress from the column 
axial load delayed the formation of shear 
crack at the joints as can be seen from 
Figure 15. Therefore, since majority of 
these joint regions were not cracked 
immediate recovery of stiffness was 
possible.  

 

 
 
Figure 15 Failure crack pattern of the interior 
joint at the final stage of loading 

CONCLUSIONS 
 

In this study analytical investigation on the 
effect of prestressing level and column 
axial load on the seismic performance of 
partially prestressed concrete exterior and 
interior beam-column joint was studied. 
According to the analytical result, 
variation of prestressing force did not 
encounter a significant effect on the 
ultimate shear capacity. Although, a 
significant increment in the ductility and 
stiffness of the joint was observed, this 
effect was completely reversed after the 4th 
loading cycle due to significant 
degradation of strength following the loss 
of prestress.  
 
This phenomenon undermined the energy 
dissipation capacity of joints with higher 
prestress levels at the later cycles. On the 
other hand, in the interior joint specimens, 
column axial load ratio variation in a 
highly prestressed joint did not encounter 

IA0P80 IA10P80 IA40P80 

IA65P80 
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premature crushing of concrete at the joint 
at any level of the loading. Furthermore, a 
less pronounced pinching was observed 
with column axial load increment. 
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It is soluble in water and gets leached out 
making the concrete porous, particularly in 
hydraulic structures. And, the lack of 
durability of concrete is on account of the 
presence of calcium hydroxide. The 
calcium hydroxide also reacts with 
sulphates present in soils or water to form 
calcium sulphate which further reacts with 
C3A and causes deterioration of concrete. 
This is known as sulphate attack. To 
reduce the quantity of Ca (OH) 2 in 
concrete and to overcome its bad effects 
by converting it to cementitious products 
is the advancement in concrete technology. 
The use of blending materials such as fly 
ash, silica fume, and other pozzolanic 
materials are the steps to overcome the bad 
effect of Ca (OH)2 in concrete [2]. 

For reinforced concrete structures, 
especially for water retaining structures, 
the limiting of crack width as a result of 
shrinkage is important. Thermal shrinkage 
can be reduced by restricting the 
temperature rise during hydration, which 
can be achieved by the mix proportions 
with low cement content or suitable 
cement replacement e.g. fly ash 
(pulverized fuel ash) or ground granulated 
blast furnace slag. Cement containing 
ground granulated blast furnace slag or fly 
ash will not only help to reduce 
temperature rises due to hydration but will 
also increase durability [3]. 

Granite powder is a by-product produced 
in granite factories while cutting huge 
granite rock to the desired shapes. This 
granite powder has a chemical 
composition like the raw materials used 
for manufacturing cement [4]. Based on 
ASTM C618, if the sum of the percentage 
composition of silica, alumina, and ferric 
oxide is over 70%, the material can be 
introduced to concrete as a pozzolanic 
material [5]. The effect of replacing 
granite fines as the sand on vibrated 
structural concrete has been studied by 
different researchers [6, 7, 8, 9, 10]. 

 

Divakar Y., et al. used a concrete which was 
prepared with granite fines as a replacement 
of fine aggregate in 5 different proportions 
namely 5%, 15%, 25%, 35%, and 50%, and 
various tests such as compressive strength, 
split tensile strength and flexural strength 
were conducted and these test values were 
compared with the conventional concrete 
without granite fines. In this investigation, 
the compressive strength was increased by 
22% with 35% replacement of fine 
aggregate with granite fines, and the 
compressive strength was still higher than 
the control’s samples strength for up to 50% 
replacement. At 50% replacement of granite 
fines, the compressive strength was 38.5 
MPa whereas the control was 37 MPa. The 
splitting tensile strength was not 
significantly affected up to 50% 
replacement. The flexural strength of 10cm 
x 10cm x 50cm prism without reinforcement 
increased at 5% replacement by 5.41%, but 
its value decreased with the replacement 
beyond 5% even if the reduction was 
insignificant. The flexural strength of 15 cm 
x 15 cm x 70 cm beam with reinforcement 
was checked at 25% and 50% replacements, 
and the result showed that at 25% 
replacement a 2% increment was observed 
and at 50% replacement the strength was 
increased by 32.7%  [6].                       

Raja G. & Ramalingam K. investigated the 
mechanical properties of normal-strength 
concrete by replacing sand with granite 
fines. The percentage replacement of granite 
fines used were 10, 20, 30, 40, 50 & 100 for 
concrete cube strength of 20 MPa mix 
proportions. Specimens were tested after 28 
days of curing for compression strength, 
flexural strength, and tensile splitting test. 
From the study, the spacemen with 40% 
replacement of granite fines achieved higher 
strength compared to the control specimen 
[7].  Allam M., et al. investigated the effect 
of replacing the sand with granite waste in 
the concrete mix at the values of 10%, 
17.5%, and 25%.  
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In this study, splitting tensile strength after 
28 days of curing was increased by 12%, 
15%, and 21% respectively as compared to 
the control mix. By replacing the sand 
with 10% granite granules by weight, the 
value of the flexural strength was 
increased by 34% and at 17.5% 
replacement, the value dropped back to the 
same as that of thecontrol. At the highest 
— 25% percentage of replacement, the 
value of flexural strength was 15% lower 
than the control mix. By replacing the 10% 
sand with granite powder, the value of 
bond strength increased by 1%—further 
increase decreases the bond strength [8].  

Shehdeh G., et al. investigated the effect of 
replacing granite powder and iron powder 
as sand at 5%, 10%, 15%, and 20% by 
weight. From the investigation, it was 
observed that substitution of the 10% of 
sand by weight with granite powder in 
concrete was the most effective in 
increasing the compressive and flexural 
strength compared to other replacement 
percentages. The test result showed that 
for a 10% ratio of granite powder in 
concrete, the increase in the compressive 
strength was about 30% compared tothe 
control samples. Similar results were 
observed for the flexural strength. It was 
also observed that substitution of up to 
20% of sand by weight with iron powder 
in concrete resulted in an increase in 
compressive and flexural strength of the 
concrete [9]. 

Shinde S., et al  investigated the effect of 
sand replacement with granite powder at 
10%, 20%, 30%, 40%, 50% & 100%. In 
this study, the effect on the compressive 
and tensile strength was examined.The 
result from the study showed that the 
maximum compressive and tensile 
strength was attained at 20% replacement 
of granite powder. Up to 50% 
replacement, the compressive strength was 
higher than the compressive strength of the 
control samples. And up to 40%  

 

replacement, the tensile strength was also 
higher than the controls [10].  A review on 
partial replacement of cement material in 
Ethiopia has been carried out in Makebo G., 
et al. [11]. In this review work, it was stated 
that the waste materials like coffee husk ash, 
banana leaf ash, bagasse ash, bone powder, 
corncobs ash, municipal waste, coal mine, 
lime sludge, groundnut shell ash, quarry 
dust, and iron tailing have pozzolanic 
properties and can partially replace cement 
in the range of 10% – 15% in medium 
strength concrete production. The optimum 
percentage replacement of the materials was 
10%. And, if the percentage replacement of 
the materials increases, the compressive 
strength starts decreasing. 

The effect of replacing cement with granite 
powder on vibrated structural concrete was 
investigated by different researchers [8, 12, 
13, 14].               

The splitting tensile test on the concrete 
cylinders with different proportions of 
granite waste as partial replacement 
ofcement was studied in Allam M., et al. 
(2016) [8]. In this study, it was shown that 
at 5% of granite fines waste as a partial 
replacement of cement, the strength was 
20% higher than the control mix, but at 10% 
replacement, the strength dropped to the 
value equal to the control. In contrast, the 
flexural strength of the mixes containing 
5%, 10%, and 15% of fine granite waste as a 
partial replacement of cement was 19%, 
30%, and 37% lower than the control mix 
respectively. The bond strength of mix 
containing 5% of fines as replacement of 
cement was slightly higher by 1% [8]. 

Koneti V., et al. used granite slurry and 
sawdust to partially substitute cement and 
sand respectively. Sawdust replaced the fine 
aggregate at 3%, 5%, and 7% whereas 
granite slurry replaced the cement by 10%, 
20%, and 30%. At 10% of cement  
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replacement with the granite slurry, the 
corresponding saw dust replacement was 
3%. Similarly, at 20% replacement of 
cement with granite slurry, the 
corresponding saw dust replacement was 
5% and for 30% cement replacement by 
granite slurry, sawdust replaced sand at 
7%. The result from the investigation 
showed that the compressive strength on 
the seventh day was almost two times 
greater than the control mix in all 
replacement of granite and sawdust which 
indicates improved early strength gain. 
The maximum compressive strength was 
attained at 10% replacement of granite 
slurry and at 3% replacement of sawdust. 
Similarly, at 10% replacement of cement 
with granite slurry and 3% replacement of 
sand with sawdust, the maximum tensile 
strength value was attained [12]. 

Chiranjeevi R., et al studied the strength 
properties of concrete by using granite 
powder as an admixture. Concrete with 
cubic compressive strength of 25 MPa was 
prepared with the granite fines as a 
replacement of cement in concrete at 
different proportions namely 2.5%, 5%, 
7.5%, 10%. From the investigation, at the 
optimum 7.5% replacement of cement by 
granite waste, the maximum compressive 
strength with a percentage increment of 
42.47% was attained. The splitting tensile 
strength and the flexural strength were also 
maximum at 7.5% replacement of cement 
with granite powder [13]. 

The investigation of the fresh and 
hardened properties of ready mix concrete 
by partial replacement of cement with 
granite powder, and using manufactured 
sand and super plasticizer was carried out 
bySrinivasa C., et al. (2009)[14]. In this 
investigation, the partial replacement of 
ordinary portland cement with granite 
powder by 10%, 15%, 20%, 25%, 30%, 
35%, and 40% was carried out. From the 
investigation, it was observed that the 
workability and compaction factor were 
acceptable for all mix batches which  

 

satisfy the requirements of ready-mix pump-
able concrete. The compressive strength at 
28 days with 20% replacement was the 
maximum one from which the optimum 
percentage was established for the target 
mean strength value.  

The durability of concrete made with granite 
powder replacing cement was studied in 
Allam M., et al  in this study, the Scanning 
Electron Microscope (SEM) of concrete 
images for 5% granite waste powder as a 
partial replacement of cement indicates a 
denser concrete mix with the lowest number 
of pores. Additionally, Bakhoum E., et al. 
found the durability improvement of a 
mortar. In this study, the SEM images of the 
mix containing replacement of 5% cement 
and 10% sand with nano-granite waste 
showed maximum density and minimum 
micro-cracks and number of pores [16]. 

As it is observed from different 
investigations reviewed above, the optimum 
cement replacement percentage with granite 
powder for normal strength concrete varies 
from 5% to 20%. Moreover, in the review 
part of this article, almost all of the studies 
were on strength properties and durability 
cases were not investigated in detail. 
Furthermore, lots of effort has been done on 
investigating the strength properties of 
concrete using granite waste as a partial 
replacement of fine aggregate. And a few 
researches were performed on the strength 
properties of medium-strength concrete by 
replacing cement partially with granite 
slurry.  

In this study, the granite powder used was 
finer than the powder used by other 
researchers, and the cement replacement by 
volume was also adopted. The investigation 
also included the granite powder’s 
replacement effect on high strength concrete 
and durability in addition to the 
investigation of its effect on medium 
strength concrete.  
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MATERIALS  

In this experimental study, the medium 
strength concrete, C20/25 (NSC,) and high 
strength concrete, C55/67 (HSC) were 
used [17]. The concrete test specimens 
were cast by replacing cement with granite 
powder at 5%, 10%, 15%, and 20% by 
volume and cured for strength and 
durability property investigations. The 
cement used was Dangote Ordinary 
Portland Cement (OPC) with a 42.5R 
grade. The fine and coarse aggregates used 
were locally available materials that were 
collected from Dimtu and Monopole 
around Hawassa city respectively. The 
physical properties of used sand and 
coarse aggregates which were determined 
as per the manual [18] are put in Table 1 
and 2 respectively. The maximum coarse 
aggregate size used for medium and high-
strength concrete was 25mm and 19mm 
respectively. The bulk unit weights were 
also 1372 kg/m3 and 1360kg/m3 

respectively. 

 

 

    Table 1. Physical properties of   aggregates                     

Table 2. Physical properties of coarse 
aggregates 

Specific gravity (OD) 2.55 
Absorption,% 1.42 
Moisture content, % 0.50 

 
The granite powder used (shown in Figure 
1), which was collected from COA General 
Trading PLC’s workshop in Addis Ababa 
around Balderas signal,was finer than 45µm 
(No 325) sieve and its chemical 
composition, which was tested in the 
Geological Survey of Ethiopia laboratory, is 
shown in Table 3.  

The properties of the super plasticizer used 
in this investigation, which was taken from 
SAS Construction Chemicals Ltd’s profile, 
are shown in Table 4. 

 

Figure 1. Granite powde

Fineness modules, FM 2.81 
Silt Content, % 3.57 
Specific Gravity (OD) 2.33 
Absorption, % 2.04 
Moisture content, % 2.04 
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Table 3 Chemical composition of granite powder 

Table 4. Properties of super plasticizer 

Properties Observations 
Colour Dark brown liquid 
Specific gravity 1.22 ± 0.03 at 25°c 
Chemical base Naphthalene sulphonate 
Air entrainment 1-2 % depending on dosage 

Chloride content Nil 
 

1. EXPERIMENTAL METHODS 
1.1. Mix design, mixing, and curing 

procedures  
The mix proportions for medium and high 
strength concrete which was designed as per 
ACI 211.1-91 [19]and ACI 211.4R -93[20] 
respectively are summarized in Table 5. Hand 
mixing and tamping of the fresh concrete in 
the standard mold were carried out as per 
ASTM C 192 M-02 standards [21]. All 
specimens were moist cured at room 
temperature from the time of molding till  the 
moment of the test as per ASTM C 192M-02 
standard[21].  

Table 5. Mix proportions of medium and 
high strength concrete 

Materials 
C20/25 C55/67 
kg/m3 kg/m3 

Water 201.52 217.88 
Cement 327.81 733.18 
Coarse aggregates 937.34 984.17 
Fine aggregates 774.22 382.34 
Super plasticizer 0 11 

1.2.Tests carried out  

The slump test for workability was carried 
out as per ASTM C 143/C 143M - 00 
standard [22] for each case specimen both 
for medium and high strength concrete.  
The compressive strength of cube 15cm-
size concrete specimens was tested as per 
ASTM C 39/C 39M standard [23] for each 
granite powder replacement case and both 
for medium and high-strength concrete. 
Three test specimens were tested for 
selected curing ages, 7th and 28th days, of 
concrete. Each compressive strength 
specimen was subjected to a 0.4 MPa/sec 
loading rate. 

The flexural strength of 15x15cm cross-
section size with 50cm span length plain 
concrete specimens was tested as per 
ASTM C 293 - 02 standard [24] for each 
granite powder replacement case and both 
for medium and high strength concrete. In 
this test, two test specimens were tested 
for the only 28th day of concrete. The 
flexural strength specimens were subjected 
to a 0.02 MPa/sec loading rate.  

The water absorption by immersion test 
was done based on ASTM C 642 - 97 
standard [25]. The water absorption of 
three cubes of 15 cm size was tested for 
each granite powder replacement case and 
both for medium and high 28th-day 
strength of concrete.  

Sorptivity measures the rate of water 
absorption of hydraulic cement concrete 
by measuring the increase in the mass of a 
specimen resulting from absorption of 
water as a function of time when only one 
surface of the specimen is exposed to 
water. The initial rate of water absorption 
(sorptivity) is the absorption from one 
minute to six hours. In this study, the 
sorptivity test was carried out as per 
ASTM C 1585 – 04 standard [26]. Two-
disc slices of the concrete cylinder for each 
granite powder replacement case were  
 

Chemical oxides composition Percentage by 
weight 

Silica (SiO2) 69.12 
Alumina (Al2O3) 17.77 
Iron (Fe2O3) 2.17 
Calcium oxide (CaO) 1.54 
Magnesia (MgO) 0.46 
Soda (Na2O) 2.22 
Potassium Oxide (K2O) 3.86 
Manganosite (MnO) 0.04 
Potassium oxide (P2O5) 0.05 
Titanium dioxide (TiO2) 0.14 
Water (H2O) 0.1 
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used in this study. The slices used for this 
testwere the middle two slices after 
rejecting the top and bottom disc slices. 
Slice specimens of 5 cm depth were  

prepared by cutting a cylinder concrete 
specimen with the size of 5 cm diameter 
and with a depth of 20 cm into four equal 
parts as shown in Figure 2.

Figure 2.  Sorptivity test specimens after cutting cylinder.

The test method for the chemical 
resistance of concrete is specified in the 
ASTM C 1012[27]. However, this method 
is for mortar, and the behavior of mortar 
and concrete under chemical attack might 
not be the same. One of the ways of 
knowing the deterioration mechanism of 
concrete under the exposed chemical 
solution is the mass loss method as shown 
by equation 1 [28].  

In order to get the accelerated degradation 
process and to shorten the test duration, 
changing the concentration of the sulfate 
solution in a way that simulates the highest 
sulfate concentrations can be done [29]. 
The lower limit of the exposure proposed 
by the ASTM C1012 [27] test method is 
the use of 50,000 mg/L Na2SO4 
concentration in water solution. 

In this sulfate and chloride chemical attack 
experimental study, JSTM C7401 [30] 
testing method is used. This test method 
assesses the chemical resistance of 
concrete by immersing test specimens into 
acid or alkaline solutions for a prescribed 
period and by comparing changes in the 
measurements against control specimens. 
The sulfate resistance of concrete can be 
quantified by measuring changes in weight 

occurring in specimens stored in chemical 
solutions [31].                                 

In this experimental investigation, cubes of 
concrete of 15cm, which were cured for 28 
days for both normal and high strength 
concrete, were used. After the final day of 
curing, the specimens were removed from 
the water, and the excess film of water on 
the surface was cleaned using a standard 
preliminary surface cleaning process and 
weighed as initial mass. Then the 
identified specimens were immersed in the 
5% sulfateand chloride chemical solutions 
for another 28 days. After the prescribed 
duration, the specimens were removed 
from the solution and their final weight 
was recorded. Then, sulfate and chloride 
resistance of the specimens in terms of 
weight loss was determined using equation  

Mass change (%) (1) 

Where 𝑊f is the mass of concrete 
immersed in a test solution on the 28th day 
(g), and 𝑊o is the mass of concrete before 
immersion in a test solution (g). 
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2. RESULTS AND DISCUSSION 

In this section, the results from the 
experiment and discussion are presented. 
The test result for the slump value is 
shown in Figure 3.  

As observed from Figure 3, the slump 
value for both types of concrete decreased, 
which may happen from the higher surface 
area of granite powder which can increase 
the surface of hydration leading to higher 
water absorption. The addition of powder 
was also observed to result in loss of 
slump as reported in [32] for medium-
strength concrete.  

The test result for average compressive 
strengths is shown in Figure 4. From the 
test results, for NSC concrete, the 7th-day 

strength test result for 5% and 10% 
replacement of cement with granite 
powder increased by 13% and 9% 
respectively. Whereas for HSC concrete, 
the 7th-day strength test result increased at 
5% replacement by 5.86%. However, it 
decreased for 10%, 15%, & 20% 
replacement compared the control 
strength.  

For NSC concrete, the 28th-day 
compressive strength test result showed 
that the average compressive strength at 
5% and 10% replacement was higher by 
3.36% and 1% respectively. However, 
relative to the 7th-day strength result, the 
28th-day strength increment is lower. This 
indicates that partial replacement of 
cement with granite powder improved an 
early strength gain.…………………….

 

Figure 3. Slump value for each replacement

The strength result for HSC concrete 
showed that concrete cubes containing 5% 
granite powder are higher than the control 
strength both on the 7th and 28th days.  Its 
strength is increased by 5.86% and 6.78% 
on the 7th and 28th day respectively. For 
the other replacements, the strength is 
decreased. The reason for the enhancement 
of the strength may be fine powders 
chemically react with calcium hydroxide at 
ordinary temperatures to form compounds 
having cementitious properties. When 
using these materials in concrete, the 
concrete will make efficient use of the 
hydration products of Portland cement and 

consume calcium hydroxide to produce 
additional cementing compounds.  

The test result for average flexural 
strengths is shown in Figure 5. From the 
result for NSC concrete, it is observed that 
concrete beams containing 5% and 10% 
granite powder attained greater flexural 
strength compared to the control by 6.34% 
and 7.94% respectively. However, it 
decreased by 1% and 1.12% at 15% and 
20% replacement respectively. For HSC 
concrete, the flexural strength is also 
enhanced up to 10% replacement of 
cement with granite powder. At 5% 
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replacement, the flexural strength 
increased by 6.24%, and at 10% 
replacement, the strength increased by 
4.90% compared to the control beams. 
But, for 15 & 20% replacement, the 
strength decreased by 1.32% & 10.52% 
respectively.                                       

Theaverage water absorption by weight is 
shown in Figure 6. From this figure, for 
the NSC concrete, the percentage of water 

absorption by weight decreased for 5% 
and 10% replacement. For HSC concrete, 
the water absorption performance was 
improved for concrete containing 5% 
granite powder. This is probably due to the 
filling effect of granite micro-sized 
particles which reduced the volume and 
conductivity of capillary pores which in 
turn creates fewer voids to permit water to 
go through.……………………………….

 

Figure 4. Compressive strength of concrete for each replacement

 

Figure 5. Flexural strength of concrete for each replacement

The absorption (I) is the change in mass 
divided by the product of the cross-
sectional area of the test specimen and the 
density of water. The initial rate of water 
absorption (sorptivity) is defined as the 
slope of the line that best fits to I plotted 
against the square root of time (s1/2) 
between one minute and six hours. 
Moreover, according to the ASTM C 1585 
– 04[26] standard, the result is valid only 

for a correlation coefficient greater than 
0.98. Otherwise, the result is no longer 
representative, and hence, the rate of water 
absorption cannot be determined. The 
result for the initial rate of water 
absorption test is shown in Figure 7. From 
this figure, for NSC concrete, it is 
observed that the initial rate of water 
absorption enhanced at 5% replacement.   
For HSC concrete, the enhancement was 
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observed at 10% replacement. And, the 
observed water absorption rate behavior 
follows a contrasting pattern i.e. when the   

NSC’s absorption rate decreases, HSC’s              
absorption rate increases. ……………….

 

Figure 6. Water absorption of concrete for each replacement

The result for the sulphate and chloride 
attack test is shown in Figure 8. An ―S‖ 
and ―C‖ letters are added to the acronym 
NSC and HSC to show the test result for 
sulfate and chloride chemical solutions 
respectively. From Figure 8, it is observed 
that for all replacements of granite powder, 
the resistance of concrete was improved 
under all chemical solutions. The optimum 
percentage of replacement against sulfate 
and chloride attack resistance was attained 
at 5% and 10% replacement for NSC 
concrete and 5% replacement for chloride 
attack and 5% and 10% replacement for 
sulfate attack for HSC concrete. 
 
The reason behind the improvement 
against sulphate attack might be sulphate 
salt attacks either C3A, calcium hydroxide 
(CH), or mono sulfoalmunate (AFm). 
Then it forms ettringite which is expansive 
and causes a crack. Once the salt has 
consumed all the CH, then it starts to 
decalcify calcium silicate hydrate (CSH) 
which is the backbone of concrete 
strength.  

Chloride dissolved in waters tends to 
increase the rate of leaching of port landite 
(Ca (OH) 2), thus it increases the porosity 
of concrete and loses weight. [31]. The 
rate of ingress of chlorides and 
penetrability of concrete depends on the 
pore structure of the concrete, which is 
affected by materials used in the concrete. 
This will be influenced by the water to 
cement (w/c) ratio of the pozzolanic 
materials which serve to subdivide the 
pore structure [33].  
 
As a result, the improvement against 
chloride attack is observed for all 
replacement of granite powder in both 
NSC and HSC concrete (Figure 8). 
Moreover, the weight loss observed in 
HSC concrete was lower than NSC 
concrete, which may happen due to the 
presence of denser structure or lower voids 
in HSC concrete than NSC as a result of 
the lower water to cement (w/c) ratio used 
in HSC....…………………………. ……..



Mechanical and Durability Properties of Concrete with Granite Powder ….. 

Journal of EEA, Vol. 40, July 2022                                                                                      69 

 

 

Figure 7. Initial rate of water absorption

 

Figure 8. Sulphate and chloride attack (weight loss).

CONCLUSIONS 

In this study, the effect of replacing 
cement partially with granite powder at 
5%, 10%, 15%, and 20% were investigated 
experimentally. The investigation included 
workability of fresh concrete using slump 
value, the strength of concrete using 
compressive and flexural tensile strength, 
and durability using water absorption test, 
sorptivity test, and chloride and sulphate 
attack test for both NSC and HSC concrete 
specimens and for each granite powder 
replacement. From the results of the 
investigation, the following conclusions 
are drawn.  

 

1. The workability of both NSC and HSC 
concrete decreased in a linear manner as 
the percentage replacement increased. This 
may happen as a result of the higher 
surface area of granite powder which 
increased the surface of hydration leading 
to higher water absorption.  
 

2. Granite powder enhanced the NSC 
concrete compressive strength of the 7th 

dayby 13 % and 9 % and the 28th day by 
3.36 % and 1 % at 5 % and 10 % 
replacements respectively. Moreover, the 
5% granite powder replacement enhanced 
the compressive strength of HSC concrete 
by 5.86 % and 6.78 % on the 7th and 28th 
day respectively. For the other 
replacements, the strength is decreased. 
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The reason for the enhancement may be 
granite powder chemically react with 
calcium hydroxide at ordinary 
temperatures to form compounds having 
cementitious properties which give 
additional strength to the concrete.  
 

3. Similarly, the flexural tensile strength was 
enhanced at 5 % and 10 % replacements 
for both NSC and HSC concrete. For NSC 
concrete, it is observed that concrete 
beams containing 5% and 10% granite 
powder attained greater flexural strength 
compared to the control by 6.34% and 
7.94% respectively. Similarly, for HSC 
concrete, the flexural strength increased by 
6.24% at 5% replacement and by 4.90% at 
10% replacement compared to the control 
beams. For the other replacements, the 
strength is decreased.  

4. A denser and least permeable concrete 
with the least water absorption is made at 
5% and 10% replacement for NSC and 5% 
replacement for HSC. This happened 
might be due to the filling effect of granite 
powder in which fewer conductivity voids 
are made at these percentages of the 
replacements.  

5. The least initial rate of absorption is 
observed at the 5% replacement for NSC 
concrete and 10% replacement for HSC 
concrete. Hence, it can be concluded that 
granite powder had a significant effect in 
reducing the water absorption by capillary 
suction.  

6. The weight loss resistance of concrete to 
chloride and sulphate attack was enhanced 
in all replacements relative to the control 
specimen for both NSC and HSC concrete. 
The optimum percentage of replacement 
against sulfate and chloride attack was 
attained at the 5% and 10% replacement in 
NSC concrete and 5% replacement for 
chloride attack and 5% and 10% 
replacement for sulfate attack in HSC 
concrete.  
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conversion from analog to digital and digital 
to analog (ADC/DAC), phase shifters, and 
power amplifiers all affect the power 
amplifier's energy usage. Although the 
digital beam forming system provides a high 
data rate, the transceiver system uses the 
same number of antennas as the chains, 
resulting in excessive energy usage. On the 
other hand, a hybrid beamforming system 
utilizes fewer R.F. components and can 
provide equivalent spectral efficiency to a 
digital beamforming system while being 
more energy-efficient, according to [6].  

Although hybrid beam forming is used to 
employ a small number of R.F. chains as the 
solution, one of the unanswered concerns is 
how to reduce some numbers among the 
whole array. Antenna selection has been 
employed as one of the power-saving 
approaches for a system with a vast array of 
R.F. components. The majority of recent 
studies in the literature have focused on 
performance analysis for large MIMO 
uplinks with low-resolution analog-to-digital 
converters. In this regard, [7] studied the 
impact of signal detection strategies on the 
energy efficiency of uplink MIMO systems 
with low-resolution analog-to-digital 
converters.  In m MIMO systems, there have 
been few previous investigations on antenna 
selection. During the last few decades, 
various antenna selection strategies and 
algorithms have been investigated for classic 
MIMO.  

The studies in [8] supported capacity-
oriented selection criteria such as the greedy 
method and convex optimization. In [9], the 
authors introduced an antenna selection 
approach (AS) with a low degree of 
complexity that selects antennas with the 
least amount of constructive user 
interference. The suggested AS approach 
outperforms systems that use a more 
sophisticated channel inversion method 
when the transmitter uses precoders in 

conjunction with a matched filter. The goal 
of the work in [10] was to eliminate the 
destructive fraction of the interference 
caused by the link between the sub streams 
of a modulated Phase Shift Keying (PSK) 
system. Singular value decomposition was 
used to offer a new Euclidean distance-
dependent technique for antenna selection in 
spatial modulation systems that have a lower 
computing complexity than an exhaustive 
search [11]. Furthermore, the Symbol Error 
Rate (SER) approaches a complete search as 
the number of received antennas increases. 
As a result, the authors of [12] noted that, in 
comparison to previous and current research 
trends, there is still a lot of interest in mm 
Wave based massive MIMO antenna 
selection with less complexity, higher 
energy efficiency, and optimal data rates in 
recent years. This paper studies a system 
with transmit antenna selection for massive 
MIMO-enabled BS. 

 The technique is broken down into two 
sections: First, at the cell edge, a whole array 
device's energy efficiency (E.E.) is assessed 
using a fixed power allocation technique that 
assumes the channel is deterministic. In this 
scenario, the initial access condition is used 
to find the optimal number of B.S. antennas 
where the E.E. reaches its maximum. 
Second, as users go from the cell edge to the 
outskirt or center places, the minimum 
Signal to Noise Ratio (SNR) found at the 
cell edge is employed as a threshold value to 
further search for the ideal number. 

 To find is utilized as the total number of 
B.S. antennas. Then, the Free Space (F.S.) 
Path Loss (P.L.) model is employed for each 
mobile terminal, with adaptive power 
allocation based on minimum SNR at the 
cell edge. After determining, the subset of 
antennas with the best channel conditions is 
chosen, and E.E. is evaluated using spatial 
selectivity at mm Wave frequency ranges. 
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into path loss as a function of the 
environment since base station towers are 
tall and inter-site distances for specific 
frequency bands are several kilometers. 
Previous UHF/microwave models employed 
a close-in standard distance of 1 km or 100m 
[12]. The CI 1m reference distance, as 
proposed in [13], is a suitable recommended 
norm that relates the real transmit power or 
PL to a reasonable distance of 1m. 
Standardization to a 1m reference distance 
simplifies dimension and model 
comparisons, provides a consistent 
description for Path Loss Exponent (PLE) 
and allows for quick and straightforward 
route loss estimates without the need for a 
calculator [14]. Using power control 
mechanisms, user terminals nearer to the BS 
are allocated lower power than those on the 
outskirts to control interference and fairness. 
CI path loss model is a generic frequency 
model that explains large-scale path loss at 
all applicable frequencies in a specific 
context. The dynamic range of signals 
perceived by users in a commercial system 
becomes significantly lower than the 
equation for the CI model, which is 
formulated as [ 12] 
 
PL_{CI} .   𝒅𝑩 = 𝑷𝑳 𝑭𝑺  𝒇, 𝟏𝒎 + 𝟏𝟎𝒏𝒍𝒐𝒈𝟏𝟎 𝒅 + 𝝌𝒂

 𝒄𝒊   (1) 

Where𝑛 =   𝐷𝐴 /   𝐷2 , denotes a single 
model criterion, the PLE, with 10n defining 
path loss in dB in terms  large 
distance starting from 1m and (.) represents 
frequency and distance parameters. The free 
space path loss, 𝑃𝐿𝐹𝑆 𝑓, 1 𝑑𝐵  at 1m distance 
from a station and carrier frequency f. 
𝐴 = 𝑃𝐿𝐶𝐼 .  𝑑𝐵 − 𝑃𝐿𝐹𝑆 𝑓, 1𝑚 , 10𝑙𝑜𝑔10𝑑 
denotes a single model criterion, the PLE, 
with 10n defining path loss in dB in terms  
 large distance starting from 1m and (.) 
represents frequency and distance 
parameters. The free space path loss, 
𝑃𝐿 𝐹𝑆 𝑓, 1 𝑑𝐵  at 1m distance from a 
station and   carrier frequency f is given as  

𝑃𝐿𝐹𝑆 𝑓, 1𝑚  𝑑𝐵 = 20𝑙𝑜𝑔10 4π/λ       (2) 

where λ is wavelength of the signal. It's 
worth noting that the CI model includes an 
intrinsic frequency interdependence of path 
loss in the 1m 𝑃𝐿𝐹𝑆  value, and it only has 
one parameter compared to the ABG α, β , 
and γ model where α and γ are coefficients 
showing the dependence 

of path loss on distance and frequency, 
respectively and β is an optimized offset 
value for path loss in dB. ς𝐶𝐼 =   χς𝐶𝐼2 /𝑇 
where T is the number of data points. 

Table 1 shows the frequency ranges to be 
used in CI pathloss model in urban micro for 
street canyon (UMi-SC) and open space 
(UMi-OS) at line of sight (LOS) and non-
line of sight (NLOS) conditions respectively 
[14].  As shown in the table, the CI model 
provides path loss exponent (PLE) of 2.0 
and 1.9 in LOS, which approaches well with 
a free space PLE of 2. 

Table 1:Close-in path loss model parameters  
Scenario Freq. 

(GHz) 
Distance 
(m) 

PL
E/α 

𝛼𝐶𝐼 

UMi-SC 
LOS 

2-73.5 5-121  2.0  2.9 

UMi-SC 
NLOS 

2-73.5  19-272 3.1 8.0 

UMi-OS 
LOS 

2-60 5-88 1.9 4.7 

UMi-OS 
NLOS 

2-73.5 8-235 2.8 8.3 

UMa 
LOS  

2-73.5 58- 930 2.0 4.6 

UMa 
NLOS  

2-73.5 45-1429 2.7 10.0 

Trilateration Based Antenna Selection 

In the selection process, the number of 
antennas to be selected is decided by 
adjusting the sufficient amount of transmit 
power to be radiated through only the 
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selected number of antennas. Trilateration is 
used to find a user's location so that the main 
beam can focus only on the desired location 
to minimize leakage. Due to user mobility, 
the transmit power adaptively changes as user 
position varies as a distance function. In this 
case, considering the minimum SNR at the 
cell edge as a threshold value, the number of 
transmit antennas can be reduced adaptively 
when the user comes closer to the center of 
the BS instead of using all arrays that may 
lead to unnecessary power wastage. In 
contrast, the BS only allocates the power 
proportional to the reduced distance to the 
maximum transmit power allocation 
concerning edge distance. Hence, only a few 
antennas are activated, as stated in (3). Then, 
the antennas with better channel gains are 
selected among the array using factorial 
permutations 𝑀𝐶𝑁 as  

Mo = M∗ ptK
i=1 /K
PT

                                        (3) 

where 𝑝𝑡 is the transmit power adjusted for 
each user based on path loss, 𝑃𝑇  is the total 
transmit power and N= Mo  is the number of 
RF chain components. The selection process 
for the whole system is stated in a sub 
optimal algorithm 1 and 2 below.   

Algorithm 1: Initial access based optimal 
number selection algorithm 

Input: Dmax, M, K, f, γ, 𝑝𝑡 , B, 𝑝𝑎𝑚𝑝  , 𝑝𝑏𝑏  , 
𝑝𝑠𝑦𝑛  , 𝑝𝑑𝑎𝑐 , 𝑝𝑚𝑖𝑥  ,𝑝𝑓𝑖𝑙𝑡  
Output: EE, M*; */ 

 begin 

1    ς = 0, 𝑝 t= 30mW, Dmax= 300m;   

2    for l = 1 : length (M) do 

3    H ← (randn(K, l) + j(randn(K, l))) 
4    ς(l) = log2(real(det(I + (J𝑠𝑒𝑙𝑙 )H Ht)))   
5    ptot(l)← pamp+ (pbb+ psyn) + (l(pdac+ pmix+  

pfilt));  
6    EE ← 𝜍 𝑙 

𝑝𝑡𝑜𝑡  𝑙 
 

7           if l = Mmaxthen 
8           M* ← l (find (EE = = max (EE))) 

In algorithm one, the parameters in each line 
are represented as follows: 

x The outputs are energy efficiency 
and optimal number of antennas at 
cell edge respectively; 

x In line 2, Dmaxis cell edge distance; 
x ς(l)  in line 5 is capacity in each 

iteration; 
x ptot(l) is total power in each iteration; 

Algorithm 2: Number and element selection 
after reduced distance 
Input: dmin γ, 𝑝𝑡  
Output: EE, M o 
begin 

1         re-trilateration: for i∈ k do 
2             rk ← R(ki)                

3           if rk  ≠dminthen 
4            Prmin ← Ptmax/Γ(R) 

5            P r(k) ← ΓrPrmin 

6           M1
0=M  𝑃𝑡/𝐾𝑘

𝑖=1
𝑃𝑇

 

7           M2
0←𝑟𝑜𝑢𝑛𝑑    Γ 𝑟  /𝐾 𝑀

Γ 𝑅  
8              if M1

0≠ M2
0then 

9              gotore-trilateration 
10            M1

0← M2
0 

11                  for γ = 1 : M odo 
12                  Ψ = rand(K; M) + jrand(K, M) 
13                  H = Ψ  

 𝑀0; 
14                         for Mi

0= 1 : M odo 
15                         Hc= [H :; [Mi

0    M − i]]  

                             Φ= det(I + γ ∗Hc∗Ht
c) 

16                         ς(m) = log2(real(Φ)) 
17                          ςmax= max(ς(m)) 
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18                         Mi
0← find(ς = ςmax) 

19                          ς(γ) ← ςmax 
20          EE ← 𝜍 𝛾 

𝑝𝑡𝑜𝑡
 ;   

In algorithm one, the parameters in each line 
are represented as follows: 

x The outputs are minimum distance, 
fixed SNR and total transmit power 
respectively; 

x rkin line 3 is the random distance of a 
user; 

x Γ 𝑅 , Γ 𝑟 in line 8 is path loss in dB 
at cell edge and reduced distance; 

x Prminin line5 is minimum 
receivedpower at the cell edge; 

x P r(k) in line 6 is received power at a 
k user; 

x EE in line 22 energy efficiency with 
selected branches and total power; 

x M1
0 in line 7 is the number of 

optimal antennas at reduced distance; 

Energy Efficiency Evaluation 

With chosen antennas 𝑀𝑜 ,  among M, the 
transceivers corresponding to  𝑀𝑜  are turned 
on while some M -𝑀𝑜  's shut off.  With 
massive MIMO, the number of BS antennas 
(M) is assumed to be always much greater 
than the number of single antenna user 
terminals (𝑀 ≫ 𝐾) and allow 𝑀𝑜   to be 
within the range from K to M. Where 𝑀𝑜 , K 
is the number of antennas to be chosen and 
the total number of user terminals with a 
single antenna respectively. The downlink-
channel model is  

𝑦𝑙 =  ρ𝐾𝐻𝑙
 𝑀𝑜 𝑧𝑙 + 𝑛𝑙 .                         (4)                                        

Where 𝐻𝑙
𝑀𝑜

 is a Kx𝑀𝑜channel matrix on 
carrier 𝑙 and the 𝑀𝑜  subscript indicates that 
antenna selection has been made, i.e., 
𝑀𝑜columns of 𝐻𝑙

𝑀𝑜
  are chosen from the 

complete channel matrix of KxM . 

Dirty Paper Coding Sum Capacity (𝑪 𝑫𝑷𝑪  

The downlink sum-capacity at subcarrier is 
given by [6]: 
𝐶𝐷𝑃𝐶𝑙 =𝑚𝑎𝑥𝑃𝑙   log2 𝑑𝑒𝑡  𝐼 + 𝜌𝐾 𝐻𝑙

 𝑁  𝐻𝑃𝑙𝐻𝑙
 𝑁        (5) 

In (5), 𝑃𝑙  is a diagonal power allocation 
matrix with 𝑃𝑙 ,𝑖  I = 1, 2, ... K on its diagonal. 
And the optimization is also carried out 
according to the total power restriction of 
 𝑃𝑙 ,𝑖

𝐾
𝑖=1 = 1 as in (5). This problem of 

optimization is convex, and can be solved, 
for example, by using the water-filling 
algorithm of sum-power iterative. DPC is 
highly complex to implement in practice. 
However, there are suboptimal linear 
precoding schemes, such as zero-forcing 
(ZF) precoding that is much less complex 
and performs fairly well for massive MIMO 
[15]. 

 Zero Forcing Sum Capacity (𝑪_{𝒁𝑭}) 

The total rate achieved by ZFT is [15] 

𝐶𝑍𝐹,𝑙 = 𝑚𝑎𝑥
𝑄𝑙

 𝑙𝑜𝑔2 1 + ρ𝐾𝑄𝑙 ,𝑖 𝐾
𝑖=1            (6) 

Where 𝑄𝑙 ,𝑖  represents SNRs obtained by the 
various users and the maximization is 
carried out according to the total power 
constraint  

 𝑄𝑙 ,𝑖
𝐾
𝑖=1   𝐻𝑙

 𝑁  𝐻𝑙
 𝑁  

𝐻
 
−1

 = 1            (7) 

In (6) and (7), 𝑄𝑙  is a diagonal matrix with  
𝑄𝑙  i=1, 2, ..., K in its diagonal, and     .  𝑖, 𝑖 
 means the matrices I diagonal. The 

  𝐻𝑙
 𝑁  𝐻𝑙

 𝑁  
𝐻
 
−1

 diagonal elements 
reflect the power penalty of null-out 
intervention.  

An M x M diagonal matrix of 𝜑 with binary 
diagonal elements has been implemented to 
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pick the N columns from the complete 
MIMO matrix 𝐻𝑙 . 

φi =  
1  𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑

  0, 𝑂𝑡𝑕𝑒𝑟𝑤𝑖𝑠𝑒
     (8)  

indicating whether the 𝑖𝑡𝑕   antenna is 
selected, and satisfying  𝑀

𝑖=1 = 𝑁 = 𝑀𝑜 . 
Using Sylvester’s determinant identity, det 
(I+AB) = det (I+BA), the DPC sum capacity 
in (5) can be re-written in terms of 𝜑𝑎𝑠 

𝐶𝐷𝑃𝐶𝑙 =𝑚𝑎𝑥
𝑃𝑙

log2 𝑑𝑒𝑡  𝐼 + ρ𝐾𝑃𝑙𝐻𝑙
 𝑁  𝐻𝑙

 𝑁  𝐻 =
𝑚𝑎𝑥 

𝑃𝑙
𝑙𝑜𝑔2𝑑𝑒𝑡  𝐼 +  ρ𝐾𝑃𝑙𝐻𝑙 𝜑 𝐻𝑙  𝐻 (9) subject 

to  𝑃𝑙 ,𝑖
𝐾
𝑖=1 = 1.  

The optimal 𝜑 (common to all subcarriers) is 
found by maximizing the average DPC 
capacity, 

𝜑𝑜𝑝𝑡 =
𝑚𝑎𝑥

𝜑
   1

𝐿  log2𝐿
𝑙=1 𝑑𝑒𝑡  𝐼 + ρ𝐾𝑃𝑙𝐻𝑙 𝜑  𝐻𝑙  𝐻            (10) 

With the subsequent range of antenna, the 
respective sum-rate of ZF 

𝐶𝑍𝐹,𝑙 =𝑚𝑎𝑥
𝑄𝑙

 𝑙𝑜𝑔2 1 + 𝜌𝐾𝑄𝑙 ,𝑖 𝐾
𝑖=1 (11) 

  Subject to   𝑄𝑙 ,𝑖
𝐾
𝑖=1   𝐻𝑙

 𝑁  𝐻𝑙
 𝑁  𝐻 

−1
 
𝑖 ,𝑖

= 1   (12) 

Despite 𝜑𝑜𝑝𝑡  may not be optimal for ZF, the 
ZF sum-rate indicates the antenna selection 
performance when using a more practical 
precoding scheme than DPC. As discussed 
above, exhaustive search of all possible 
combinations of N antennas will certainly 
give us the optimal 𝜑however, it is 
extremely complex and infeasible for 
massive MIMO. From (11 ,12), it can be 
seen that zeroing the upper and lower matrix 
elements requires additional power 
consumption in ZF however still it is simpler 
in processing compared to DPC which has 
no additional power penalty and complex on 
the other hand.  

Energy Efficiency Evaluation 

The total energy efficiency of the system can 
be evaluated as [15]: 

𝐶 = 𝐾𝐸 [𝑙𝑜𝑔2   1 + 𝜌  𝑔𝑘  
2             (13) 

𝐸𝐸 = 𝐾𝐸  𝑙𝑜𝑔2  1 + 𝜌  𝑔𝑘  
2  /𝑃𝑡𝑜𝑡𝑎𝑙        (14) 

 

Where 𝑃𝑡𝑜𝑡𝑎𝑙 = 𝑃𝑎𝑚𝑝 + 𝑃𝐶𝑃𝑎𝑛𝑑𝑃𝐶𝑃 =
𝑃𝑏𝑏 + 𝑃𝑠𝑦𝑛 + 𝑀𝑜 ∗  𝑃𝑑𝑎𝑐 + 𝑃𝑚𝑖𝑥 + 𝑃𝑓𝑖𝑙𝑡   
where 𝑃𝐶𝑃  accounts for the circuit power 
consumption. 𝑃𝑎𝑚𝑝 is the amount of the 
power produced by various analog 
components. In 𝑃𝐶𝑃 , baseband signal 
processing (𝑃𝑏𝑏 ), synchronization (𝑃𝑠𝑦𝑛 ) are 
independent of number of BS antennas while 
digital to analogue c onversion power (𝑃𝑑𝑎𝑐 ), 
mixing (𝑃𝑚𝑖𝑥 ) and filtering (𝑃𝑓𝑖𝑙𝑡 ) power 
linearly increase with selected BS antennas. 
Table 2 contains the parameters to be used 
for simulation purpose in evaluation of EE 
according to (14).  

Table 2: Complexity Analysis 
Algorithm 2 Algorithm 1+2 

 𝑛  𝑀
𝑀𝑜    𝑛  𝑀

𝑀𝑜 − l⋆   

 
The table states the combinational 
permutation of the algorithms which we 
compare with that of [16], [17], [18] and 
[19] which accounts for 𝑛  𝑀

𝑀𝑜  where 
𝑛 = 𝑀2 + 2𝑀𝑜≡𝑠𝑜2 + 𝑀𝑜  and l⋆ is the the 
deducted elements due to selection. 
According to [17] and [18], the 
computational complexity due to selection 
process is shown in (16) and (17) 
respectively. 
𝒪1 .  = 16𝑛3 + 𝑛2  24𝑀2 + 40𝑀 + 24 − 24𝑀𝑜2 −
24𝑀𝑜 ,                                                                   (15)                                               
𝒪2 .  = 𝑒 + 20 𝑀2 + 𝑀 − 𝑀𝑜2 − 𝑀𝑜 ,            (16) 
𝒪3 .  = 𝒪1 .  + 𝒪2 .  ,                                        (17) 
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𝒪4 .  = 𝑛 (𝑀𝑜2 𝑀3 𝑀 + 1  (18) 
Where 𝑒 = 𝑛  34𝑀2 + 44𝑀 − 36𝑀𝑜2 −
34𝑀𝑜  and (.) denotes  𝑀, 𝑀𝑜 . In [30] low-
complexity transmit antenna selection 
(LCTAS) was studied and found to have 
complexity level as follows: 
𝒪 30 = 𝒪  𝑀𝑜𝑆𝑜 𝑀

𝑀𝑜  (19) 

where 𝑆𝑜  is the number of symbols for a 
constellation type. 
 
 

Table 3: Simulation parameters for the 
overall work 
Parameter  Value  Description 
Ptx 5mW Transmission power 
pmix 0.033 Mixing 

consumption 
pfilt 0.02 Filtering 

consumption 
pbb 0.03 Base band signal 

processing power 
psyn 0.05 Synchronization 

power 
pdac 0.015 Digital to analogue 

conversion power 
pamp= 
ptx/eta 

eta=0.01 Amplifier power 

fs  1800 
Mhz 

Sub 6Ghz 
frequency 

fm 37 Ghz mmWave band 
 

RESULTS AND DISCUSSIONS 

In figure 1, ergodic capacity of different 
MIMO configurations for iid (independent 
identically distributed) channel has been 
shown. From the figure it can be concluded 
that, the capacity becomes higher for of 
massive MIMO with different number of 
antenna configurations than classical MIMO 
systems however at lower SNR level the 
difference is much less and can be neglected. 
However, increase in the number of BS 
antennas accounts for increase in SNR 

which signifies system’s capacity 
enhancement. In this case, NT represents the 
number of BS antennas, M. 

 

 

Figure 1: Ergodic Capacity for i.i.d. 
Rayleigh fast fading channel in different 
MIMO configurations.  

Figure 2 depicts the effect of randomly 
selected transmit antennas on system energy 
efficiency. The energy efficiency increases with 
the number of transmit antennas (M) first, and after 
an optimal point, it abruptly declines. The increase in 
BS antennas is directly associated with the 
rise in the corresponding radio frequency 
chain components, which accounts for 
enormous power consumption in a system. 
From the figure, the optimal number of 
antennas (M*) also depends on the number 
of user terminals (K). For K=5, 10,15, and 
20, M*=5, 7,8, and 9.  

This turning point is when the system's total 
power consumption exceeds the increase in 
the full rate. Hence, the number of antennas 
to be selected should not exceed this point to 
maintain EE; however, finding the optimal 
point also has its challenge due to processing 
complexity. 
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Figure 2: EE at different users and BS 
antenna settings. 

The correlation between energy efficiency, 
k, and M in a massive MIMO system with 
statistical and instantaneous SNR values is 
depicted in figure 3. The outcome is 
evaluated for cell-edge users in LoS settings 
utilizing algorithm one processes. According 
to the result, while energy efficiency initially 
rises as M increases, it begins to drop at 
some point as M keeps growing. For the 
same k, statistical and instantaneous or fixed 
SNR are compared in this figure. 
Accordingly, fixed SNR outperforms for 
small M and comes up short for large M. It 
has also been proven that EE grows with 
user terminals. The EE values for k=20 are 
obtained from the average value of both 
statistical and fixed SNR values.  

On the other hand, EE presents multiple 
optimal points due to unpredictable channel 
circumstances. Furthermore, depending on 
the number of users and SNR modalities, the 
ideal EE point for each arrangement differs. 

 

Figure 3: EE for statistical and fixed SNR at 
sub 6Ghz. 

In figure 4, the effect of channel variation on 
total power and the optimal number of 
antennas to be selected is shown. When 
statistical channel variation is considered, 
the SNR varies. Therefore both total power 
and M* grow large to combat small scale 
fading by adaptively allocating the desired 
amount of power. With fixed SNR, fewer 
antennas can achieve an optimal level than 
statistical SNR. From the figure, evaluation 
with statistical SNR accounts for total power 
consumption than instantaneous SNR 
assumption, which is 20mW and nearly 
19mW for statistical and fixed SNR, 
respectively. 

 

Figure 4: Optimal number of antennas and 
maximum power for statistical and fixed 
SNR. 
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Figures 5 and 6 present the results according 
to the proposed algorithm by combining the 
three scenarios, and we have compared the 
performance of each at CI and FSPL using 
mmWave and sub 6Ghz frequency ranges. 
The first scenario is finding $M^\star$ from 
the full array at the indoor cell edge, finding 
according to (3), and finally evaluating 
capacityvalues by combinational 
permutation as  𝑀

𝑀𝑜 . At the initial access, we 
assume a deterministic channel, equal power 
allocation among all BS antenna elements 
and the point at which the EE graph starts 
diminishing is evaluated using the reference 
signal. Then the number of antennas at that 
point is used as a baseline for our further 
considerations. Before the energy efficiency 
evaluation process, we make the analysis of 
free space and CI path loss models according 
to their formulations stated in (1) and (2).  

Accordingly, the FS model provides higher 
data rates due to obstruction; however, CI is 
more realistic than FS in practical scenarios. 
Based on this intuition, we have applied an 
antenna selection algorithm for both, and the 
results show that a much smaller number of 
antennas are selected in free space than CI. 
Besides, when CI path loss is applied to 
mmWave and sub 6GHz frequency ranges 
and reached for fixed total system power, CI 
with sub 6GHz is more energy-efficient than 
mmWave. Despite high-frequency signals 
carrying larger data than low-frequency 
signals, as frequency increases, the blockage 
due to different impairments also exhibits 
low wavelength, which negatively affects 
the received signal.  

Low received signal accounts for low data 
rate at the receiver, and thus EE is degraded 
compared to CI. Finally, we have found that 
the FS path loss with the DPC precoder 
changes the graph from logarithmic to 
almost linear and starts an abrupt shift to 
decline after the maximum point. However, 
it is limited to the total value in this case. 

Figure 5 depicts minimum SNR-based 
antenna selection using linear and nonlinear 
precoders and compares with EE at full array 
implementation with no precoders. After 
finding an optimal number of antennas, as 
figure5, it applies (3) to recalculate a new 
optimal point that depends on the users' 
current position or distance and adaptive 
reduction of M instead of transmitting 
power. In this case, the optimal, which was 
found in full array implementation, is used 
as M to re-search the new optimal value (3). 
Despite the reduction in the total rate when 
the number of antennas is reduced, the 
reduction in total power consumption 
compensates for maintaining EE.  Finally, 
applying precoders in general and nonlinear 
DPC, in particular, boosts the total rate of 
the system and EE as well. We have 
evaluated EE as a function of BS antennas at 
different power levels for full array and 
selection implementations. The performance 
of the system has also been assessed with 
and without the nonlinear preceding and 
shown that antenna selection with minimum 
SNR significantly improves the energy 
efficiency with less transmit power and DPC 
precoder.

 

Figure 5: Energy efficiency evaluation as a 
function of number of BS antennas with at 
mmWAve frequency, f=38 GHz M=64. 
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Figure 6: Energy efficiency evaluation as a 
function of number of BS antennas with at 
mmWAve frequency, f=38 GHz M=64. 

The complex nature of the proposed 
selection algorithm is shown in figure 7, and 
it is compared with the works that employ 
comparable strategies. The number of 
iterations of the main and nested loops that 
must occur when selecting the branch with 
the best channel gain among the complete 
array is referred to as complexity in this 
scenario. On the other hand, random 
selection is minor complex, despite having a 
lesser capacity than complex selection, as 
shown in the graph. This is because the 
selection is made regardless of channel gain, 
which is critical in increasing capacity and 
complexity.  

 For random selection, the number of 
iterations to select M antennas is only one as 
it has no combination with the channel 
branches. Our proposed algorithm is also 
compared with [16], [17], and [18], which 
are among the simplest and follow similar 
approaches to the best of our knowledge. 
The complexity order of each is our 
proposed technique and random selection 
according to (17), (18), and (19). We have 
also found that the proposed algorithm is 
more energy-efficient than random at the 
cost of some complexity which is less than 
that of [16] and [19]. Moreover, the energy 
efficiency of the proposed technique has 

been shown to surpass random selection, full 
array utilization, and some other literature, 
as shown in the figure. However, the effect 
and trade-off rate, including EE of the 
literature above, is left as our future work.  

 Therefore, the selection technique meets our 
primary goal of proposing an energy-
efficient system at manageable complexity. 

 
Figure 7: Computational complexity of 
selection algorithms with adaptively selected 
number of elements and M=64. 

CONCLUSIONS 

This work has focused on the problem of 
system energy efficiency due to the massive 
number of antenna elements to be installed 
on a single BS in the upcoming wireless 
communication era. Adaptive antenna 
selection technique has been proposed as a 
novel strategy in resolving a substantial 
amount of power consumption and 
complexity as a result of power-hungry RF 
elements which grow with antenna elements. 
The selection has been made for cell-edge 
users with a full array at fixed power 
allocation and minimum SNR-based 
selection for cell center users. Both cases are 
used to achieve the optimal number of 
antennas at which EE becomes maximum. 
The key idea of the proposed algorithm is to 
minimize the number of RF chains, and 
performance evaluation has been done in 
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several scenarios by applying precoders at 
different frequency ranges.  The numerical 
results show that the proposed antenna 
selection algorithm performs better than full 
utilization of the array while finding some 
computational complexity when applying 
nonlinear precoders to compensate the total 
rate whilst selection gets negative effects. 
Moreover, we have evaluated the complex 
pattern of previous and current works with 
similar techniques. Accordingly, it has been 
shown that the proposed approach is least 
complicated and energy-efficient compared 
to the Knapsack formulation and LCTAS. 
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ABSTRACT 

With the continued focus on growing energy 
prices and environmental concerns, lowering 
energy consumption and maintaining the 
environmental sustainability of railway systems 
is becoming a crucial problem to which greater 
attention is being paid. In recent years, urban 
rail systems have grown in popularity as a 
method for reducing traffic congestion and 
pollution in metropolitan areas. Despite the fact 
that the railway system is likely the most energy-
efficient mode of land-based transportation, 
there is still potential for improvement. In this 
regard, significant amounts of energy can be 
saved by installing energy storage on an 
electrified transit system allowing energy from 
braking to be captured. However, the amount of 
energy saved is dependent on the amount of 
energy transferred during braking, which relies 
on the drive cycle and the vehicle parameters. 
The overall benefit can be determined by 
analyzing the energy flow through components 
in an electrified transit system. In this paper, 
electrified transit system energy flows are 
analyzed for Addis Ababa light rail transit 
system. The methodology used assesses energy 
flows in the traction system, establishing where 
energy is dissipated. The analysis is performed 
for a specified drive cycle. Finally, the analysis 
showed that 37.9 % of the total energy loss over 
a drive cycle could be saved in Addis Ababa 
light rail transit system.   

  Keywords: braking energy, energy flow, 
energy efficiency, environmental sustainability, 
light rail transit, 

INTRODUCTION 
 
Today, there is a growing emphasis on the 
environmental consequences of all 
government initiatives and policies. 
Sustainability is becoming increasingly 

important as people have a better 
understanding of the reactive changes and 
deterioration of planet Earth that we are 
experiencing on daily basis. As Rohit Sharma 
and Peter Newman sustainability is defined as 
"development that fulfills current demands 
without jeopardizing future generations' ability 
to meet their own needs." Ultimately, the 
sustainable development method is the only 
way that humanity can pursue for future 
generations. Without it, the earth's natural 
resources will be gone, leaving only synthetic 
materials. These options involve a system of 
boundaries in time (25–50 years), space (micro 
and macro-levels), and domain (social, 
economic, and environment) [2]. 
 
Sustainability is also an important factor in the 
construction of rail transportation. As 
governments look to the future for sustainable 
transportation, electrified rail networks have 
given and will continue to provide a mode that 
uses renewable energy. According to studies, 
rail is naturally more efficient than road 
transport, and when combined with renewable 
energy, it may provide a long-term source of 
mobility for future generations while reducing 
emissions [3]. Today, it is apparent that urban 
rail systems play an important role in the 
sustainable development of metropolitan cities 
like Addis Ababa for a variety of reasons, the 
most important of which is their relatively low 
energy consumption to transit capacity ratio. 
Nonetheless, major improvements in energy 
efficiency are required to maintain their 
environmental benefits over other modes of 
transportation in a context defined by 
increasing capacity demands and energy 
prices. There is widespread consensus that 
railways have significant energy savings 
potential, both short and long terms. Whereas 
technology advancements in rail cars will be 
gradual and take time to diffuse, there are 
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numerous viable short and medium-term 
saving techniques targeted at optimal control 
and the utilization of current technologies or 
operational enhancements. Consequently, 
energy efficiency has emerged as a prominent 
subject within railway industry. For example, 
28 European railway Operators have 
committed to reduce CO2 emissions per 
passenger kilometer and per ton kilometer by 
50% by 2030 [4].  
 
In addition to improvements in vehicle 
technology, infrastructure and building design, 
and loading of freight trains, the European 
union commissioned study [5] identifies 
several  potential areas, which can achieve 
efficiency improvements in railway systems 
such as weight reduction, reduction of air 
resistance, optimization of space utilization, 
improvements in electric traction components, 
efficiency gains in diesel traction technology, 
recovery of braking energy, reduction in 
energy consumption of comfort functions, 
energy efficient driving, traffic flow 
management, improvement of occupancy 
rates, energy meters and management and 
organization. 
 
All these areas can be investigated to achieve 
energy efficiency improvements. It is also 
essential to consider the interactions between 
the different areas, particularly when 
efficiency gains are achieved by installing 
components, which increase the weight of 
electric vehicles and affect space utilization. 
On the other hand, recently energy flow 
assessment has gained huge momentum in 
railway system.  Research undertaken in [6] 
performed a comprehensive analysis to 
determine where energy is dissipated in 
traction system.  
 
The result consists of an analysis of energy 
movements into and out of trains as shown in 
Fig.1, taking into account losses. This research 
paper developed methods used to analyses 
energy flows in Addis Ababa light rail 
electrified transit system.  The analysis is used 
to assess the energy dissipated through 
braking, hence establishing the amount of 
energy that could be potentially saved.  
 

Motor 
Or

Motor Drive

Input
(voltage, Current)

Output 
(Torque, Speed)

Losses
(Frictional, Copper)

Fig.1 Energy flow block diagram 
 

Energy flow in light rail transit  
An electric transit vehicle converts electrical 
energy into kinetic and potential energy. 
Energy is dissipated overcoming frictional 
forces and in braking. Energy is also 
dissipated through other mechanisms, 
including driveline losses and to power 
auxiliary loads. The electrical energy is 
transmitted from a local distribution network, 
through a traction substation, and the traction 
supply system. These stages also have energy 
losses. Fig.2 shows a more comprehensive 
representation of energy flows in an electrified 
transit system, including loss mechanisms. 
This paper considers the energy flow through 
each sub system identified in Fig.2 determine 
the overall energy dissipation. 
 

Electrical 
Energy

Dissipated 
Energy

Substation 
Energy Dissipated 

Energy

Dissipated 
Energy

Train 
Electrical 
energy

Kinetic 
Energy

Potential 
Energy

Dissipated 
Energy

Electrical 
Transmission

Electrical 
Transmission

Substation
 Loss

Auxiliary 
Loads

Acceleration

Braking

Deceleration
(Climbing)

Acceleration
(Descending)

Climbing

Fig.2 Energy flow in railway system 

Tractive resistance 
In all traction applications, energy is 
consumed overcoming frictional forces.  Davis 
[7] describes tractive resistance, RF as a 
quadratic function of the speed of a vehicle.   
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2

R
ds dsF a b c
dt dt

§ · § · � �¨ ¸ ¨ ¸
© ¹ © ¹                                     

(1) 

The first term  𝑎 ,  is  a  constant with respect 
to  speed  (except at zero  speed)  but  varies  
with the  mass  of  the  vehicle.  The constant 
term is made up of two components, journal 
resistance and the static component of rolling 
resistance.  The  second  term, /ds dt includes 
resistive  forces  which  are  proportional  to  
speed,  including  the  dynamic  component  of 
rolling  resistance.  The third term 2( / )ds dt
represents aerodynamic drag forces.  
Curvature resistance adds another element to 
tractive resistance, however this can be 
considered negligible. The coefficients of the 
Davis equation can be calculated by 
considering the laws of physics, taking into 
account aerodynamic drag, rolling resistance 
and static friction.  The parameters are often 
determined experimentally [8], fitting the 
coefficients to curves obtained through run-
down tests. If the velocity of a vehicle is 
considered as a function of time, ( ) /ds t dt , the 
resistive force can  be described as a function 
of time  ( )RF t  , 

2( ) ( )( )R
ds t ds tF t a b c

dt dt
§ · § · � �¨ ¸ ¨ ¸
© ¹ © ¹                     

(2) 

 
The Power, 𝑃𝑅 𝑡  dissipated by the train to 
overcome a frictional force is the product of 
force and speed, 

( )( ) ( ).R R
ds tP t F t

dt
 

                                            
(3)

 
 
Then using (2) and (3) 
 

2 3( ) ( ) ( )( )R
ds t ds t ds tP t a b c

dt dt dt
§ · § · � �¨ ¸ ¨ ¸
© ¹ © ¹         

(4) 

 
This can be integrated with respect to time to 
determine the energy losses caused by 
frictional forces. 
𝐸𝑅 𝑡 =  𝑎 𝑑𝑠(𝑡)

𝑑𝑡
𝑡
𝑡𝑜 + 𝑏  𝑑𝑠(𝑡)

𝑑𝑡  
2

+ 𝑐  𝑑𝑠(𝑡)
𝑑𝑡   3      (5) 

 
 

The driveline 

The typical energy flow diagram via the DC-
fed railway is illustrated in Fig. 2 to evaluate 
the overall energy efficiency of the system 
from the substation to the train. In terms of 
levels, there are three layers: substation level, 
catenary system level, and train level. The 
substations take electricity from the national 
power grid to power the whole railway system. 
After losses from substations, the remaining 
substation energy can be transmitted to the 
catenary. Some energy is wasted as heat when 
the current passes through the resistive 
catenary wire. The resistance of the 
transmission conductor is a time-varying 
parameter determined by the position of the 
trains and the network. The train receives 
energy through its pantograph. Finally, energy 
reaches to the traction motors through 
mechanical transmission system and power 
electronics converter as shown in Fig.3.  
 
 
 

 

 

 

 

Train electrical conductors 
Electric energy is transported by electric 
conductors from the pantograph to the 
electronic power converter, which dissipates 
heat energy. The cable lengths in the train are 
usually short and the resistance levels are low, 
which can be considered as insignificant 
transmission losses inside the vehicle.  
Power conditioner 
In order to achieve the necessary torque, the 
supply of electrical power is controlled by 
means of power electronic converters. Many 
new train use induction motors powered by 
inverter. Inverters transform a DC supply to 
the VVVF (three-phase variable voltage 
frequency) supply. Modern inverter consists of 
six switches (IGBTs with anti-parallel diodes) 
as shown in Fig.4. The switches are working 

Figure 3 Electric train Energy flow block 
diagram  
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to provide the appropriate frequency and 
voltage for a three-phase AC output. 
 
 
 
 
 
 
 
 
 
 
 
The loss mechanisms of an inverter can be 
divided into two categories: conduction and 
switching [9]. Equation (6) describes the 
losses in one leg of an inverter ILLsP  

, ,ILLs cD cQ s onQ s offQP P P P P � � �
                          (6) 

where cDP =conduction losses in the diodes 

cQP = conduction losses in the IGBTs 

,s onQP = switch-on losses in the IGBTs 

,s offQP = switch-off losses in the IGBTs 
 
The diode conduction, cDP losses can be 
described as 

  0

1 ( ) ( )
T

cDP V t i t dt
T D E ³                                      (7) 

where ( )V tD is the diode junction voltage an 
( )i tE  is the diode current, when the diode 

conducts this equals the line motor current.
( )V tD can be written as a function of the 

current as shown below, 
( ) ( ) ( )oV t V t i t RD D G �                                          (8) 

The values for ( )oV tD and RG  can be derived 
[9] from manufacturer’s datasheets [10]. For a 
Siemens BSM75GB120 these values are 

( )oV tD   1.25V and RG = 7.71𝑚Ω.  The IGBT 
conduction losses can be described as 

0

1 ( ) ( )
T

cQP V t i t dt
T \ 9 ³

                                            
(9) 

where, ( )V t\ is the IGBT junction voltage and 

( )i t9 is the IGBT forward current, which 
equals the motor current, when the IGBT is 

conducting, ( )V t\ varies is a function of the 
current. 
 

  
( ) ( ) ( )oV t V t i t R\ \ 9 \ �

                                  (10) 
 
where oV\  is 1.83V and R\  is 17.33𝑚Ω [10]. 

The switching losses, onJ and offJ  are a 
function of the IGBT forward current. Fig.5 
shows the switching losses for a Siemens 
device, BSM75GB120.  

 

Fig.5 Switching losses against current for 
aSiemens BSM75GB120 device [10] 

 
The energy loss over one cycle is the sum of 
the energy losses from each switching 
operation. The switching losses vary over the 
sine wave. To simplify the calculation, the 
RMS current is used to find the switch on and 
switch off losses from the graph. The 
switching power ( sP ) can be described as.  
 

( )s on offP IH J J| �
                                                (11) 

The inverter loss energy is dissipated as heat, 
and therefore there is a cooling requirement. 
For the purpose of analyzing energy flows, the 
gate drive control circuit and cooling energy 
requirements are considered as auxiliary loads. 
 
The induction motor 
Induction motor loss mechanisms include 
ohmic losses, iron losses and frictional and 
wind age losses [11]. The frictional and wind 
age losses can be considered as part of the 
train’s frictional loss. When the coefficients of 
the Davis equation are determined, the motor 
frictional and wind age losses are included in 
the tractive resistance analysis. The ohmic 
losses that occur in the stator and rotor and are 
dependent on the stator and rotor resistances,

Fig.4 Inverter Circuit Diagram 

 

 



Addis Ababa Light Rail Transit System Energy Flow Analysis 

 

Journal of EEA, Vol. 40, July 2022                                                                                                  91 
 

RI  and RT and stator and rotor RMS currents,

iI and iT . 
2 2P i R i RI I T T:  �

                                                (12) 
 
There are three iron losses,𝑃𝑖𝑟𝑜𝑛 , mechanisms, 
Hysteresis loss 𝑃ℎ𝑦𝑠𝑡𝐷  , eddy current loss, 𝑃𝑒𝑑𝑑𝑦𝐷  
and anomalous loss, 𝑃𝑎𝑛𝑜𝑚𝐷 . Iron losses can be 
simplified and related to the magnetization 
current. 

Fig.6 Induction Motor Equivalent Circuit [12] 
 
An induction motor can be represented as a 
quasi-steady state equivalent circuit, Fig.6, 
using resistances to represent the three loss 
mechanisms,𝑅𝑠,𝑅𝑟  and 𝑅𝑐 , representing the 
stator copper loss, the rotor copper loss and the 
iron loss respectively. The equivalent circuit 
can be evaluated to determine the motor 
losses. 
 
Mechanical transmission 
The final stage of the drive is the mechanical 
transmission. The transmission consists of a 
gear box, usually made of up a driver gear on 
the motor shaft and a gear on the axle. Losses 
occur when one gear drives another [13]. The 
losses can be related to the coefficient of 
friction, 'X . 
 

'
2 2( )

2
P PV W D E

X O O
ª º

 �« »
¬ ¼                                  

(13) 

where PW  is the mechanical power transmitted, 

DO is the angle of approach for the driver gear 
and EO is the angle of recess for the 
driver gear. Frictional losses of the 
mechanical transmission, including 
bearing losses are considered as part of the 

frictional losses of the train. If frictional 
coefficients are determined using rundown 
tests, the effects of friction within the drive 
line are considered. 
 
Auxiliary loads 
In general, this includes the auxiliary energy 
needed for the ventilation of traction motors 
and the traction converter cooling, but also 
includes the operation of the brake system for 
the vehicle (e.g., compressed air). As far as 
passenger vehicles are concerned, there is an 
additional energy demand to ensure passenger 
comfort, such as heating, lighting, and coach 
ventilation. This energy, which typically 
accounts for about 20% of the total energy 
consumption of a train, is supplied by the 
primary energy source used for traction 
(catenary or diesel) and delivered along the 
train by the auxiliary bus supply distribution 
[14-15]. 
 
Traction power supply system and losses  
In electrified traction systems, vehicles are 
powered by electricity which is supplied from 
a local distribution network through a traction 
supply system. For the purpose of analyzing 
the energy flows of an electrified transit 
system, energy flows in the electricity supply 
system are considered from the point of 
connection to the local distribution system. 
The traction electrical supply system includes 
the traction substations, the conductor system 
and a contact system. For DC systems, 
substations are located every few kilometers 
along the system (depending on the systems 
utilization and the voltage level). Substations 
consist of a transformer and a rectifier. 
Typically, 12-pulse rectifiers are used to 
reduce harmonic distortion on the local 
distribution network. Fig.7 shows a traction 
substation layout [16]. Transformer losses are 
divided into two categories, copper losses in 
the windings and core losses ( cP ) due to 
hysteresis and eddy currents losses [17]. These 
loss mechanisms are similar to those described 
for induction motors. 

2 2 2
1 1 2 2 2 23( ) cP i R i R i R PF D D E E � � �

               (14) 
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where 1R , 2R D  and 2R E represent the resistance 
of the primary winding, and wye and delta 
windings of the secondary respectively. 1i , 2i D

and 2i E  represent the primary and two 
secondary currents respectively. To simplify 
the equation an equivalent resistance can be 
used to relate the copper losses ( PF ) to the 
output current of the substation, iN  

  
2

e cP i R PF N N �
                                                 (15) 

A 12-pulse rectifier consists of two full bridge 
rectifiers; each bridge contains of six diodes. 
At any instant four diodes are conducting, 
hence the losses of the rectifier can be 
determined by considering the losses in four 
diodes. Diode power losses occur due to the 
forward bias voltage (V[ ). The forward bias 
voltage varies with current, and can be 
described as 

( )oV V t iR[ [ [ �
                                                (16) 

These values can be derived from 
manufacturers data sheets, for a diode rectifier  

oV[ = 0.81 V and R[ = 4 .8 m Ω, [10] 
 
 

2( ) oP t V i i R[ [ [ [ [ �
                                             (17) 

The four diodes that are conducting each 
conduct the rated current. The power loss in 
the rectifier  ( PZ ) can be described as, 

 
24 4P V i R iZ [ N I N �

                                             
(18) 
where iN is the substation output current. The 
overall loss of the substation is determined by 
adding the transformer losses to the rectifier 
losses and can be described as a quadratic 
function of the substation current. 
 

2
2( 4 ) 4e cP i R R V i PN N N I [ N � � �

                      (19) 
The power loss can be related to the substation 
power, PN  

22
2 2

4 4
( )e

s c

R R V
P i p PN I [
N N NQ Q

�
 � �

                 
(20) 

This is integrated to calculate the energy 
dissipated. 

22
2 2

4 4
( ( ) )

o

t
e

s c
t

R R V
P i p P dtN I [
N N NQ Q

�
 � �³

   

(21) 

Power is transmitted from the traction 
substations to the vehicles through a conductor 
system, for light rail systems this is usually an 
overhead line catenary, some metro systems  
use conductor rails. Energy is dissipated  
 
through I2R losses in the conductors. Fig. 16 
shows a double end fed section, with a single 

vehicle. Current is supplied from both 
substations through resistances sAR and sBR , 
and returns through RAR  and RBR . The 
transmission losses in this system can be 
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Fig.7 Addis Ababa light rail transit traction power supply network [16]  
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described by adding the losses in each length 
of conductor. 

2 2 2 2
sL sA sA sB sB RA RA RB RBP i R i R i R i R � � �          (22) 

This can be generalized for any system and 
described as the sum of copper losses: 
 

2
sL n nP i R ¦                                                         (23) 

where ni  is the current and nR is the resistances 
of sections of the supply system. To consider 
the energy loss, the power loss is integrated 
over time. The currents and resistances of each 
section can be described as functions of time, 
𝐼(𝑡) and 𝑅𝑛 (t) respectively. 

 

2

0

( ( ) ( ))
t

sL n nE i t R t dt ¦³
                               

(24) 

Case study: Addis Ababa light rail transit 
system 
The analysis described in this research paper is 
applied to the city of Addis Ababa light rail 
system to determine the distribution of energy 
dissipation over the drive cycle shown in Fig.8 
below.  
 
 
 
 
 
 
 
 
Frictional losses 

The Power dissipated to overcome 
frictional forces is calculated using equation 
(25). The case study is based on Addis Ababa 
light rail transit and therefore the frictional 
parameters of the light rail can be approximated to 
those of electric motor train of Addis Ababa. Davis 
relates the frictional forces for an electric motor 
train resistance, 𝐹𝑅  to the train mass,  𝑚 (kg), 
number of axles,𝑛, frontal area  A (m2) and the 
speed  𝑣  (m/s). 

4 20.933 12700 8.81.10 0.575
R

n
F mn mv Av

m

� � � �
  

(25) 

Taking parameters of the Addis Ababa light 
rail transit (Table 1), the coefficients of the 
Davis equation can be determined; 481.11a  
, 38.76b  5.75c  .  

 
 

Table1. Addis Ababa light rail transit 
specification [18] 

 
 

 

 

 

 

 

 
 
Fig.9 shows the friction power profile over 
drive cycle and found out that 0.551kWh/km 
energy is dissipated through frictional forces. 
Mechanical transmission losses 
Gear box losses can be determined by using 
equation (13), to determine this, the 
mechanical power, PW is required. The 
mechanical power is the power required to 
overcome friction and accelerate the vehicle, it 
is assumed that the vehicle travels on a level 
track, and hence no energy is required to climb 
a gradient. 

RP P PW D �                                                            (26) 
Friction is calculated in the previous section. 
The power to accelerate the train can be 
calculated from equations of motion (27). 

. .P m vD D                                                              (27) 
where m is the equivalent mass, which is the 
sum of the vehicle mass and the equivalent 
mass of the vehicle rotational parts. The 
mechanical power for the complete drive cycle 
is shown in Fig.10. 

 
Fig.10 Mechanical power of a single train 

Mass, m 44,000 Kg 
Axle, n 6 

Frontal area, A 10 m2 
Average speed  15 m/s2 

 

 

Fig.9 Frictional loss over a simple cycle  

 

 

Fig.8 Speed profile of light rail transit system 
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The coefficients can be taken from [13] as 'X = 
0.0272, DO =0.3691 rads and EO = 0.3045 rads. 
The total energy dissipated through the gears 
is 0.01kWh/ km. The energy loss profile is 
shown in Fig.11. 
 
 
 
 
 
 
 
 
 
 
 
The energy dissipated through the gears is 
small, and so for the purpose of analysis it is 
added to the frictional losses. 
 
Induction motor losses 

The induction motor losses can be divided into 
three categories; ohmic losses, iron losses, 
frictional and wind age losses. Frictional and 
wind age losses are considered as frictional 
losses of the vehicle. An induction motor can 
be described as an equivalent circuit as shown 
in Fig.6. Where '

rX  and '
rR  are equivalent 

values.  The power dissipated in ' (1 ) /rR s s�
represents the mechanical power generated by 
the induction motor PW .  

2 '
1

1( )r
sP I R

sW
�

 
                                          

(28) 

The mechanical power is equal to the sum of the 
train mechanical power and the mechanical 
transmission loss. The power losses in the 
induction motor can be determined by evaluating 
the equivalent circuit represented in Fig.6 (for 
further reference a detail mathematical 
analysis related to induction motor losses has 
been performed in [19]).  
The power dissipated in the resistances 
represents the power losses. To determine the 
power dissipated in the stator and rotor 
windings, the voltage and frequency of the 
supply are required. VVVF supply inverters 
produce a variable voltage variable frequency 

supply and the voltage is proportional to the 
frequency. 
 
The equivalent circuit can be solved to 
determine the losses in each component. The 
equivalent circuit cannot be solved analytically 
to determine the required supply voltage and 
frequency, and therefore the equivalent circuit 
should be solved numerically, using iterative 
steps to determine the required voltage and 
frequency. When the supply voltage and 
frequency have been determined numerically, 
the equivalent circuit can be solved to 
calculate the powers dissipated in each of the 
equivalent circuit resistors. For a given 
rotational speed, the motor will have a torque 
profile depending on the applied frequency 
and voltage. The torque at a given frequency 
can be calculated by evaluating the equivalent 
circuit. The input voltage is proportional to the 
frequency. The torque can be determined by 
finding the power dissipated through 𝑅𝑟′ (1 −
𝑠)/𝑠 of the equivalent circuit. The rotor circuit 
can be evaluated by substituting the supply, 
stator circuit and iron circuit with  the venin 
equivalent supply, Fig.12. 
 
v fo                                                                (29) 

 

Fig.12 Rotor circuit with a The venin 
equivalent source 
The parameters of the venin equivalent voltage 
and impedance can be calculated using 
equations (30) and (31). 
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The torque MT  produced can be calculated using 
equation (32) 

 

Fig.11 Power dissipated in the gears 
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Fig.13 shows a motor torque profile at a given 
rotational speed. The applied motor frequency 
must lie within the stable region, and hence the 
minimum and maximum torques should be 
determined. The minimum and maximum can 
be determined by sweeping through the 
frequencies and calculating the torque each 
time: the point at which torque is at a 
minimum represents the minimum supply 
frequency and likewise for the maximum 
obtainable torque, the solution must lie 
between these values, Fig.13. 
 
When the minimum and maximum motor supply 
frequencies are determined, the induction motor 
can be solved using numerical methods. The 
bisection method, converges to a solution with a 
minimal error within a few steps. At each step, 
equations (31), (32) and (33) are evaluated and the 
torque is determined. The process is repeated using 
the bisection rule until the difference between the 
calculated torque and the required torque, the error, 
decreases to an acceptable level. When the supply 
frequency, and therefore the supply voltage has 
been determined, the equivalent circuit is solved to 
find the power dissipated in the stator resistor, 
rotor resistor and core loss resistor to determine the 
stator copper loss, the rotor copper loss and the 
iron core loss respectively.   
 

Table 2. 130 kW motor specifications [21] 
 

Parameters Values 
Stator inductance 0.3121mH 
Rotor inductance 0.3121mH 
Stator resistance 0.0351Ω 
Rotor resistance 0.0211Ω 

Magnetizing inductance 1.2mH 
Core loss resistance 215Ω 

 

 

 

 

Fig.14 Induction Motor loss for the drive cycle  

The total energy dissipated by each induction 
motor over the drive cycle is 0.083 kWh/km. This 
gives 0.334 kWh/km for the four induction motors. 
Fig.14 shows the total motor loss profile for the 
vehicle.  
Power Electronic Converter losses  
The induction motor is driven by an inverter. An 
inverter consists of six IGBTs with anti-parallel 
diodes. Inverter losses can be divided into two 
categories, conduction losses (see equations (7-
10)) and switching losses (see equation (11)). The 
conduction loss of an inverter is dependent on the 
motor current and whether the diode or IGBT is 
conducting. For the given equations (7) and (9),  
the values of ( )V tD  and ( )V t\ are, 2.3V and 2.4 V 
respectively [10]. This means the conduction 
losses are similar, and so the analysis can be 
simplified by assuming all the current is conducted 
by the IGBTs. The conduction loss can be 
described as a function of the motor current, 𝐼𝑀as 
shown in equation (34) below, 

  
2

cn o m mP V I R I\ \ �
                                          (34) 

where oV\ = 1.83 V and R\ =I7.73 mΩ. The 
switching losses depend on the switching 
frequency, as shown in equation (11). The 
switching losses both onJ  and offJ  are 
functions of current and can be obtained 
analytically.  
They are normally displayed graphically on 
component datasheets. The relationship can be 
approximated to a linear relationship as shown 
in equation (35),  

s mP aIIH|                                                               (35) 
where𝑎 is  constant, for Siemens devices this 
is value is  calculated to be 3 x10-4 V. The 
total loss for the inverter can be described as a 
function of current. 
 

 

Fig.13 Motor torque profile at 78.5rad/s [20] 
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2
ILLs o m m mP V I R I aI\ \ IH � �

                           (36) 

Taking a switching frequency of 20 kHz and a DC 
link Voltage of 590 V, the total energy dissipated 
in each inverter is calculated to be 0.0402 
kWh/km. The power electronics driving the 
motors have a total energy dissipation of 0.16 
kWh/Km; Fig.15 shows the power dissipation 
profile for the power electronics on the vehicle.  
 
 
 
 
 
 
 
 
 
 

Auxiliary load losses  

The auxiliary load for Addis Ababa light rail 
transit is assumed constant; measurements 
have indicated that the average auxiliary load 
is 15 kW. Over the drive cycle, 0.416 
kWh/Km of energy is consumed by the 
auxiliary loads. 
 
Traction supply system losses 
The traction supply system losses can be 
determined by analyzing the traction supply 
network. The network impedances are 
dependent on the position of the vehicle, as the 
lengths of conductors vary, and hence the 
parameters of the electrical network vary with 
time. The losses in the electrical network 
depend on the total currents, and hence are 
dependent on all vehicles in the system. Full 
analysis of system losses should consider all 
vehicles. 

GND A GND B

Train 

Distribution 
network  

Traction 
Substation A

Traction 
Substation B

Vs1 Vs2

RsA RSB

RRA RRB

 

Fig.16 Electrical circuit for a double end fed 
section of an electrified transit system 
To perform the assessment a single train a double 
end fed section is considered, Fig.16.  The section 
is 1 km long. For the analysis, the train starts in the 
middle of the section and finishes at the end. The 
values of the lumped resistances are calculated 
from the resistance per unit length and the lengths  
 
determined from the position of the vehicle. 
Values of 0.123 Ω/ km and 0.0924 Ω/km are used 
for the resistance per unit length of the supply and 
return conductors respectively [22]. By applying 
nodal voltage analysis to the system the currents in 
each section of conductor can be determined. The 
losses can be determined and summed to find the 
total transmission loss as shown in equation (23). 
Fig.17 shows the power loss dissipation profile for 
the traction supply system and it is found out that 
0.034 kWh/km of energy are dissipated in the 
supply system conductors. 
 
 
 

 

 

 

The analysis of the traction power supply 
system network is also used to determine the 
currents drawn from each substation, which 
help us to calculate the substation losses. 
Consequently, equation (19) is used to 
determine this loss.   
 
 
 
 
 
 
For a 2000 kVA transformer, the equivalent  
 
Resistance ( 2eR N ) (on the DC side), is taken as 

0.0233 Ω [19]. RI is the equivalent resistance of the 

diodes, V[ is the forward bias voltage of the 
diodes. These values were found to be 0.8 V and 
7.7 mΩ respectively [10]. In addition to that the 
core losses for a 2000 kVA, is 2.6 kW. Finally, the 

 

Fig.17 Traction Supply System Losses 

 

 

Fig.18 Traction substation losses 
 

 

 

Fig.15 Vehicle Power Electronics Power 
loss profile 
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substation losses are approximated to be 0.236 
kWh/Km as shown in Fig.18. 
 
Braking resistor dissipation 
During braking, kinetic energy of the vehicle is 
transferred through the vehicle driveline; the 
remaining energy is dissipated through braking 
resistors. The total energy dissipated during the 
drive cycle is 1.08 kWh/km; Fig.19 shows the 
braking power profile. 
 
 
 

 

Break down of total energy losses 

Table 3. Distribution of energy dissipation 
over the drive cycle. 
 

Components Energy loss 
(kWh/Km) 

% of total 
energy loss 

Frictional force 0.561 20 % 
Induction motor 0.334 11.6  % 
Power electronic 

Devices 0.161 5 % 

Auxiliary 0.416 14.5 % 
Traction supply 

losses 0.317 11 % 

Braking energy 1.08 37.9 % 
 

Table 3 shows the breakdown of energy loss 
over a drive cycle.  The breakdown only 
considers the vehicle losses. Based on the 
analysis it is observed that 37.9 % of total 
energy dissipates on braking resistor and this 
tells us that a great deal energy could be saved 
if energy-storing devices were applied on 
Addis Ababa light rail system.  
 

CONCLUSIONS 
 

Energy and environmental sustainability are 
becoming increasingly important as a result of 
expanding global urbanization. In this sense, 
compared to other modes of transportation 
such as road transport, railway plays a major 
role in lowering energy consumption and CO2 
emissions. Despite its inherent efficiency, the 
rail industry still consumes a significant 
amount of energy, making railway energy 

efficiency a global priority. In this regard, 
Addis Ababa light rail transit systems also 
looking for methods to enhance their reliance 
on sustainable energy. Realizing the above 
problem, this paper has presented a detailed 
methodology for analyzing energy flows in a 
traction system of Addis Ababa light rail 
transit. The analysis is used to determine the 
energy dissipated in each component of an 
electrified transit system. Consequently, the 
study found out that 37.9% of total energy loss 
in the traction system is dissipated in braking. 
This emphasizes the potential of recovering 
this dissipating energy by using a certain 
mechanism such as implementing regenerative 
braking system and energy storage.  
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ABSTRACT 

Clicks are short-duration defects that affect 
most archived audio media. Linear 
prediction (LP) modeling for the 
representation and restoration of audio 
signals that have been corrupted by click 
degradation has been extensively studied. 
The use of high-order sparse linear 
prediction for the restoration of click-
degraded audio given the time location of 
samples affected by click degradation has 
been shown to lead to significant restoration 
improvement over conventional LP-based 
approaches. For the practical usage of such 
methods, the identification of the time 
location of samples affected by click 
degradation is critical. High-order sparse 
linear prediction has been shown to lead to 
better modeling of audio resulting in better 
restoration of click degraded archived 
audio. In this paper, the use of high-order 
sparse linear prediction for the detection 
and restoration of click degraded audio is 
proposed. Results in terms of click duration 
estimation, SNR improvement and 
perceptual audio quality show that the 
proposed approach based on high-order 
sparse linear prediction leads to better 
performance compared to state of the art 
LP-based approaches. 

Index Terms: Click degradation, Missing 
sample estimation, High-order sparse linear  

Prediction, linear prediction, Backward 
prediction 

INTRODUCTION 

According to [1] click degradation refers to 
“localized artifacts which occur at random 
positions in an audio signal”. These are 
often due to physical damages on medium 
and annoying to listen to. Clicks can be 
modeled as additive or as replacement 
degradation. An additive model, where the 
click degradation is assumed to be added to 
the underlying audio signal, has been shown 
to be acceptable for most surface defects in 
recording media, such as dust, dirt and small 
scratches [1]. A replacement model, where 
the degradation replaces the signal entirely 
for some short period of time, maybe 
applicable for breakages and large surface 
scratches which may completely destroy the 
underlying signal information. Generally, 
restoration of click-degraded audio can be 
seen as missing sample estimation if the 
underlying signal during the occurrence of 
the click is assumed to be lost and the time 
location of the click degradation is known. 
A method used for the restoration of click-
degraded audio should only modify samples 
that are affected by click degradation by 
utilizing properties of the underrated signal 
before and after the degraded signal 
segment. To avoid unnecessary distortion of 
the sample values that are not degraded a 
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detection stages first carried out to locate 
samples that are affected by click 
degradation. Restoration is then carried out 
only for the samples on these detected 
sample locations. 

The detection of click degraded samples, in 
short, click detection, can be cast in a 
statistical framework as the detection of 
samples that are not generated from the 
same random process as the underrated 
audio signal [1]. From this perspective, click 
detection becomes equivalent to outlier 
detection which is a widely researched 
problem in the field of statistical data 
analysis. Some of the most widely used click 
detection methods are based on linear 
filtering and autoregressive modeling. 

x Highpass Filtering: This approach is 
based on the assumption that most audio 
signals contain little energy at high 
frequencies (greater than 10 kHz), while 
clicks have spectral content at all 
frequencies. Therefore, by using a high 
pass filter, clicks can be enhanced relative 
to the underlying signal [1]. Time domain 
power thresholding can be used after the 
filtering to detect those segments of the 
audio signal degraded by clicks. This 
method is one of the earliest click 
detection methods used in both analog and 
digital audio equipment [1]. It is simpleton 
implement with only the filter cutoff 
frequency and the detection threshold as 
parameters. The method will fail if the 
clicks are band-limited or if the signal has 
high frequency content, such as high-
pitched musical instruments. 

x Autoregressive (AR) model-based 
click detection: Model-based click 
detection methods use prior information 
about the underrated signal and the clicks 
into the detection procedure in the form of 
hypothesized signal models. In this 
approach, the underrated audio signal is 
assumed to be drawn from a short-term 

stationary process while the clicks are 
assumed to behave as impulsive noise. This 
AR modeling is very effective for human 
speech representation and is the basis for 
different audio signal representation 
schemes ranging from audio encoding, 
audio compression and audio feature 
extraction [2]. 

 
For AR modeling of an underrated audio 
signal, the prediction error is expected to 
take on small values while the prediction 
error will be large if an impulsive noise that 
is not correlated with the underrated audio 
signal replaces the signal. Therefore, clicks 
can be detected by inverse filtering an 
audio signal using an AR model prediction 
error filter (PEF) and by thresholding the 
prediction error [1], [3], [4], [5], [6]. The 
limitations of this approach and researches 
conducted to address these are discussed 
below. 

The PEF will spread a single impulse over 
future samples thereby creating interference 
with other impulses located in close 
proximity. This may make detection 
threshold selection problematic. 

It is difficult to estimate the end time of a 
click due to the forward smearing effect of 
the PEF. Backward prediction has been used 
successfully to resolve this problem [1]. 

If the underlying audio signal is not 
produced by an AR process, the AR model 
may not well represent the signal and the 
prediction error may be large. In this case, 
false positives may be reported. This maybe 
the case for voiced speech and high-pitched 
musical notes where the AR model order 
may not be large enough. Autoregressive 
moving average (ARMA)modeling and 
high-order linear prediction have been 
proposed to better represent musical signals 
[1], [2],[7]. 



 Detection and Restoration of Click Degraded Audio Based on High Order Sparse… 

Journal of EEA, Vol. 40, July 2022                                                                                          101 
 

Several methods have been proposed for the 
restoration of click-degraded audio. The 
Least Squares (LS) estimation of the AR 
model coefficients, in the sequel referred to 
as linear prediction (LP) minimizes the 
square error (MSE) criterion assuming that 
the AR model excitation signal has a 
Gaussian distribution. It assumes that the 
underrated audio signal is generated by 
passing a white noise excitation through an 
all-pole filter and that the click-degraded 
samples are mutually independent and 
drawn from a Gaussian zero-mean process. 
The click-degraded samples can then be 
restored by LP-based interpolation from a 
priori knowledge of the LP coefficients of 
the undegraded audio signal, of the 
undegraded samples and of the time location 
of the click-degraded samples. 

One of the limitations of the LP-based 
interpolator is the unavailability of the LP 
coefficients of the underrated signal. An iterative 
procedure for estimating the LP coefficients and 
then interpolating the missing samples was 
proposed by Janssen et al. [8] applying the 
Levinson-Durbin recursion in each iteration. 
Even though this approach works well for 
unvoiced speech [7], it is not suitable for music 
and voiced speech, where the AR model 
excitation is quasi-periodic and spiky [8]. For 
voiced speech and music, the minimization of 
the MSE, i.e., the l2-norm of the LP vector 
residual puts more emphasis on the periodic 
spikes of the residual [2].This problem could be 
resolved by including a pitch predictor in the AR 
model to estimate long-term correlation. 
However, this ignores the interaction between 
the long-term and short-term predictors, leading 
to a sub-optimal result. Joint optimization of the 
long-term and short-term predictors was 
proposed in [9]. Recently a method for the joint 
detection and restoration of click-degraded 
archived audio that uses a joint evaluation of 
signal prediction errors and leave-one-out signal 
interpolation errors was proposed [6]. It is based 
on thresholding the prediction error for click 
detection followed by multi-step ahead signal 
prediction. In this approach, the LP 

coefficients are estimated by the Levinson-
Durbin recursion and restorations done by 
LS interpolation. The use of the 
conventional LP, i.e., short-term LP may 
limit the performance of this approach. 

A better decoupling between the LP-based 
modeling of spectral envelope and pitch 
harmonics has been reported by using high-
order sparse linear prediction (HOSpLP) 
[7],[10], [11]. In our previous work [12], 
[13] the use of l1-norm regularized and l0-
norm regularized HOSpLP for the 
restoration of click-degraded audio given the 
time location of the click degradations has 
been investigated. Extensive simulations 
showed that the use of HOSpLP results in 
improved restoration performance compared 
to [8] in terms of signal-to-noise ratio (SNR) 
and perceptual evaluation of audio quality 
(PEAQ). In this paper the use of HOSpLP 
coefficients for the detection of click-
degraded samples and restoration of these 
samples that works for both speech and 
music without priori on the type of audio is 
proposed. This will significantly decrease 
the need for manual annotation (speech vs. 
music) and segmentation (undegraded vs. 
degraded segments) needed for practical 
application. 

The contribution of this paper is twofold. 
First, we extend the use of HOSpLP, 
proposed in [12], [13] for the restoration of 
click-degraded audio, to click detection. 
Second, a unified detection and restoration 
method based on HOSpLP coefficients is 
proposed. Simulation results are included to 
show the superior performance of the 
proposed HOSpLP coefficients for detection 
as well as restoration of click-degraded 
audio in comparison to state-of -the-art LP-
based approach. The organization of the 
paper is as follows. Section informally 
discusses the HOSpLP coefficients 
considering both l1-norm and l0-norm 
regularization to induce sparsity. Section III 
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discusses the problem of click detection and 
proposes two click detection approaches 
based on HOSpLPcoefficients. Section IV 
unifies the detection and restoration 
problem. Section V discusses the data, the 
artificial click degradation and the 
performance measures used in the 
simulations. Section VI presents simulation 
results on click detection and restoration and 
a comparative performance evaluation to 
state-of-the-art approaches. Finally, Section 
VII concludes the paper. 

HIGH-ORDER SPARSE LINEAR 
PREDICTION 

Linear prediction (LP) is a well-understood 
and widely used method for the analysis, 
modeling, and coding of speech signals [2]. 
Its success is due to its alignment with the 
source filter model of the speech generation 
process [14]. It has been shown that a slowly 
time-varying, low-order all-pole filter can be 
used to model the vocal tract. The glottal 
excitation is modeled as either an impulse 
train for voiced sounds or a white noise 
sequence for unvoiced sounds. The purpose 
of all-pole modeling through LP is to obtain 
a short-term predictor that characterizes the 
spectral envelope of the vocal tract response. 

The LP coefficient vector a can be estimated 
for a frame of observed samples x by 
solving the following optimization problem 
[7] 

𝒂 = argmin𝒂 𝒙 − 𝑿𝒂 𝑝
𝑝 + 𝛾 𝒂 𝑘

𝑘  (1) 

Where 

𝑿 =  
𝑥𝑁1−1 … 𝑥𝑁1−𝑃

⋮ ⋱ ⋮
𝑥𝑁2−1 … 𝑥𝑁2−𝑃

  

𝒂 =  𝑎1  …  𝑎𝑃  
𝒙 =  𝑥𝑁1  …  𝑥𝑁2  
P is the order of the LP model 
𝑁1 are the start and end indices of the 

and 
𝑁2 

frame under consideration. 

γ is a regularization parameter 
 

The lp-norm operator ||.||p is defined as 

=    𝑥𝑛 𝑝𝑁2
𝑛=𝑁1  

1
𝑝                                       (2)  

For conventional LP solved via the 
Levinson-Durbin algorithm, the l2-norm is 
used, p = 2, and no structure on the 
coefficient vector is imposed, γ = 0. 
Furthermore, the prediction order is usually 
set to a small value corresponding to twice 
of the number of formant frequencies to be 
modeled. Even though such modeling works 
well for unvoiced speech where the 
excitation can be modeled as white noise 
[7], it is not a good model for music and 
voiced speech, where the excitation is quasi-
periodic and spiky [8]. For voiced speech, 
the excitation is appropriately modeled as 
periodic pulse train corresponding to the 
glottal output. As such the minimization of 
the l2-norm of the residual puts more 
emphasis on the periodic spikes of the 
residual [2].As a result, it tradeoff short-term 
prediction, i.e., spectral envelope, estimation 
accuracy against the long-term prediction, 
i.e., pitch estimation accuracy [2]. As the 
aim of conventional LP is to model the vocal 
tract and not the glottal excitation, this leads 
to a suboptimal solution. 

For musical sounds or tonal audio for which 
the signal contains a finite number of 
dominant frequency components, the LP 
model is much less popular than in speech 
analysis as the generation of musical sounds 
is dependent on the instruments used [2]. 
This makes it hard to use a generic audio 
signal generation model [2]. In addition, 
each polyphonic audio signal should be 
modeled using multiple source-filter models 
[2], [14]. In the absence of noise, by using a 
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model order which is twice the number of 
tonal components, LP can be used to 
estimate the spectral peaks. In practice, 
noise is always present that may be due to 
imperfections in the tonal behavior, or lack 
of tonal behavior, finite precision arithmetic, 
finite-length data windowing or background 
or sensor noise. Therefore, such LP signal 
estimates are very often poor. In [2] 
extensive simulations were conducted to 
assess the performance of conventional and 
alternative LP models for tonal audio 
analysis in the presence of noise. It was 
reported that high-order all-pole models are 
better suited to the audio LP problem albeit 
being impractically complex in many 
applications due to the excessive number of 
LP coefficients. 

One of the most recent approaches to LP is 
sparse linear prediction (SpLP), which takes 
into consideration the sparsity of the residual 
and the LP coefficients. When applied to 
high-order all-pole models, SpLP is referred 
to as high-order sparse linear prediction 
(HOSpLP). A better decoupling between the 
spectral envelope and pitch estimation has 
been reported by using HOSpLP [7], [10], 
[11], [12], [13]. While the high-order all-
pole method used in [2] minimize the l2-
norm of the residual to obtain the LP 
coefficients, the HOSpLP methods impose 
sparsity of the residual and the coefficient 
vector in the optimization problem. 

A. l1-norm regularized HOSpLP 

By imposing sparsity of the residual in the 
LP problem formulation the emphasis on 
outliers in the solution to (1) can be 
decreased [7]. That is by considering a 
sparsity-inducing norm of the residual 
vector instead of the l2-norm. The convex 
relaxation of the „l0-norm‟ cardinality 
problem has been proposed to lead to a 
sparser residual [7] 

In addition, by using a high-order all-pole model 
and imposing sparsely of the coefficient vector 
in (1), by setting γ=0 and k = 1, joint estimation 
of the short-term predictor and the long-term 
predictor can be achieved [7] as in (3). 

𝒂 = argmin𝒂 𝒙 − 𝑿𝒂 1                               (3)  

This results from the observation that a 
cascade of a long-term and short-term 
predictor results in a filter that has few non-
zero coefficients [14]. Therefore, the 
sparsity of the coefficient vector can be used 
to regularize the solution. The purpose of the 
HOSpLP coefficients obtained by solving 
(4) is to model the whole spectrum, i.e., the 
pitch related harmonics and the spectral 
envelope. 

= argmin𝒂 𝒙 − 𝑿𝒂 11 + 𝛾 𝒂 11                  (4)  

The problem in (4) is convex but not 
differentiable. However, it can be solved via 
splitting methods such as the alternating 
direction method of multipliers (ADMM) by 
reformulating the problem as a basis pursuit 
problem [15]. The regularization parameter, γ, 
determines the trade-off between the sparsity of 
the predictor coefficients and the sparsity of the 
residual. The modified L-curve [16] has been 
used to obtain an optimum value for the 
regularization parameter in[11]. In [11] an 
adaptive algorithm was proposed for estimating 
the regularization parameter based on the 
observation that the optimal γ is related to the 
pitch gain. 

To solve the problem of obtaining the short-
term and long-term predictors from a 
HOSpLP coefficient vector, a, the first few, 
Nf, coefficients of the HOSpLP coefficient 
vector been used to represent the short-term 
predictor in [7]. After this, a polynomial 
factorization can be carried out to obtain the 
long-term predictor after selection of the 
number of taps in the long-term predictor, 
typically Np= 1 or Np= 3. 
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The use of the l1-norm in HOSpLP has been 
shown to outperform conventional LP in the 
estimation of spectral envelope, sparse LP 
coefficients and sparse residual [7]. With 
regards to stability of the obtained short-
term filters, it has been shown in [7] that the 
percentage of unstable filters is very low 
(around 2%) with “mild” instability. 

B. l0-norm regularized HOSpLP 

The prior knowledge of the structure of the 
coefficient vector resulting from cascading a 
long-term and short-term predictors can also 
be incorporated in the HOSpLP optimization 
problem as (5) [13], 

𝒂 = argmin𝒂 𝒙 − 𝑿𝒂 2
2s.t. 𝒂 0 ≤ Ψ   (5) 

   

Where Ψ is the sum of the filter order of the 
long-term and short-term predictors. 

This formulation does not impose a 
restrictive structure on the coefficient vector 
except that the coefficient vector has a fixed 
maximum number of non-zero coefficients. 
As such, it can give emphasis to the formant 
filter coefficients if the signaling the frame 
is composed of unvoiced speech and to the 
pitch or tonal components if the frame is 
composed of voiced speech or music. In [13] 
it was shown that the coefficients obtained 
by solving (5) correspond to the short-term 
and long-term predictor. As the location of 
the non-zero coefficients is neither 
incorporated into (5) nor dependent on a 
pitch predictor, prior information regarding 
the type of signal is not needed. In addition, 
the structure of the coefficient vector can 
change from frame to frame if the signal is 
composed of both speech and music. 

It should be mentioned that the use of the l1-
norm of the residual in (5) is expected to 
lead to better results as compared to l2-
norm. However, l1-norm of the residual in 

(5) is difficult to solve efficiently. 
Problem (5) is non-convex [17] which 
means that it a may have several local 
minima and its convex relaxation, the least 
absolute shrinkage and selection operation 
(LASSO), obtained with p=2 and k=1 in (1), 
is typically solved instead [17],[18]. 
Nevertheless, proximal gradient methods 
can efficiently solve (5) if a good 
initialization is given, e.g., the solution of 
LASSO [18]. In recent work, Antonello et. 
al [18] developed the Structured 
Optimization package for the Julia 
programming language that can solve (5) in 
a reasonable time. This package is used in 
this work to obtain l0-norm regularized 
HOSpLP coefficient vector. 

CLICK DETECTION 

In practice the time location of the click 
degradation is not known a priori, therefore 
click detection methods are needed. One of 
the most widely used click detection 
approaches consists in energy thresholding 
of the LP residual [1]. This approach is 
based on the assumption that the click 
degradations not generated from the same 
AR random process as the undegraded audio 
signal. Therefore, in the presence of click 
degradation the energy of the LP residual in 
that time frame will be much larger than the 
energy of the residual when click 
degradation is not present. It has been shown 
in other applications that significant 
improvement in noise detectability can be 
achieved by transforming the noisy speech 
to the excitation domain of the speech signal 
[19].  

In LP-based click detection methods, the 
energy of the LP residual at each sample is 
compared with an average residual energy of 
the frame as follows, 
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Where 

σe
2 is the variance of the LP residual, 

K  is a detection threshold, 

N is the frame length, 

i is a vector representing the presence 
or absence of click degradation at 
each sample value, in= 1 represents 
presence and in=0 represents absence 
of click degradation at the nth 

sample. 
In this approach the start of click degradation 
is accurately estimated [1]. However, the end 
of a click degradation cannot be accurately 
estimated due to the forward smearing effect 
over P + 1 samples, where P is the order of 
the AR model .To detect the end of a click, a 
moving average filter can be applied to see 
when the residual variance in a local window 
has energy lower than the threshold (or some 
scaled version of the threshold). However, 
this requires a precise tuning o the threshold 
and local window size to detect the end of a 
click degradation.  

When impulses are present in close vicinity 
to each other their impulse responses 
resulting from filtering with the PEF may add 
constructively to give a false detection or 
cancel one another out [1].In general, 
threshold selection is difficult when impulses 
of differing amplitudes are present.   The use 
of the backward prediction error for the 
detection of clicks has been proposed in [1], 
[20].  

This method takes advantage of the accurate 
LP-based start click identification. In this 
approach, once a click is detected and its start 
location identified, the backward prediction 
error is then used to detect the end of the 
click. By assuming that the time-reversed 

signal can be reasonably modeled as an AR 
process, the energy of the LP residual of the 
time-reversed signal near the identified click 
start location is evaluated to detect the end of 
the click degradation. The backward 
prediction error is defined as 

𝜖𝑛𝑏 = 𝑥𝑛 −  𝑏𝑖𝑥𝑛+𝑖𝑃
𝑖=1         (6) 

When these coefficients are obtained by 
using the conventional LP, the backward 
prediction error is composed of spikes due 
to the quasi-periodic excitation for voiced 
speech and music. This makes it difficult to 
select a threshold for the detection of the end 
of clicks without incorrectly selecting spikes 
due to the quasi-periodic excitation. 

In this paper, the HOSpLP coefficients are 
used in click detection, see Algorithm 1, by 
exploiting the fact that the short-term and 
the long-term predictors can be jointly 
estimated using HOSpLP leading to a 
residual that has less spiky nature due to the 
quasi-periodic excitation [7].  

As such, the backward prediction error in a 
local window near the identified click start 
can be used to estimate the end of the click 
without significantly being affected by a 
spiky residual. To avoid mislabeling un 
degraded samples between two click 
degradations that are close together, the 
backward prediction error is checked to be 
greater than the threshold in local window 
around the detected click start.  
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Where, 

x  is the click degraded signal vector; 

𝒙𝑩 is the time-reversed click degraded signal 
vector; 

I  is the estimated location of click; 
K  is the threshold value; 
N  is the number of samples in each frame; 
R  is the maximum number of ADMM 

iterations for l1-norm HOSpLP; 
W  is a local window size; 
γ is the regularization parameter for l1-norm 

HOSpLP; 

ζ  
is the residual stopping criterion for 
ADMM algorithm in l1-norm HOSpLP. 

 

The function COEFFICIENTS(x, P, R, γ) 
obtains the LP coefficients as follows. The 
function RESIDUE(x,â) obtains the residual 
error by inverse filtering the signal with a AR 
filter with coefficients â. 

• l1-norm regularized HOSpLP: the ADMM 
algorithm for solving the l1-norm regularized 
problem [15] is used to obtain the HOSpLP 
coefficients [12]. 

• l0-norm regularized HOSpLP: the l0-norm 
regularized problem (5) is solved via the 
Structured Optimization Julia package to obtain 
the HOSpLP coefficients [18]. 

IV. UNIFIED APPROACH FOR DETECTION 
ANDRESTORATION OF CLICK-
DEGRADEDAUDIO 
In this section, a unified approach is 
proposed that detects the location of click 
degraded-samples and restores these 
samples by using the HOSpLP coefficients 
without a prior knowledge on the type of 
audio and the time location and duration of 
the click degradation. 

A. Detection and restoration by using backward 
prediction and Janssen iteration 

Initially, the backward prediction based on 
l0-norm regularized HOSpLP coefficients is 
used to detect samples degraded by click 
degradation. Then these samples are restored 
by an iterative algorithm, see Algorithm 2, 
similar to the Janssen iteration [8], [17] but 
using l0-norm regularized HOSpLP for the 
restoration as this is shown to provide the 
best signal restoration performance [13]. 

 

Where 
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B. Benchmark method incorporating HOSpLP 
coefficients 

As a comparison, a recently proposed 
method by Ciołeket.al. [6] for the joint 
detection and restoration of click-degraded 
archived audio that uses a joint evaluation of 
signal prediction errors and leave-one-out 
signal interpolation errors is used. It is based 
on thresholding the forward prediction error 
for click detection followed by multi-step-
ahead prediction for restoration. 

A click start is detected when the absolute 
prediction error is larger than and a click end 
is detected if the residual at k0iteration is 
smaller than a threshold and consecutive 
residuals are smaller than same threshold. In 
this approach, the LP coefficients are 
estimated by the Levinson-Durbin recursion 
and restoration is done by LS interpolation 
[21]. The use of the conventional LP may 
limit the performance of this approach due 
to the limited capability to model pitch and 
tonal components. We propose to use 
HOSpLP coefficients in this method by 
using the l1-norm regularized HOSpLP 
coefficients instead of using the 
conventional LP coefficients solved via the 
Levinson-Durbin recursion. Algorithm 3 
shows a simplified algorithm to illustrate 
where the HOSpLP coefficients to be used. 
The code for the original implementation is 
available in [22]. The reason the l1-norm 
regularized HOSpLP is used instead of l0-
norm regularized HOSpLP is due to the fact 
that the l0-norm regularized HOSpLP 
coefficients are solved by using the 
Structured Optimization package of Julia 
programming language, whereas the original 
code for Ciołek‟s method is in MATLAB. It 
should be mentioned that the use of 
HOSpLP coefficients in this method leads to 
significant computational cost as it yields to 
a solution to an iterative problem nested in 
another iterative problem, i.e., re-estimating 
the HOSpLP coefficients. The restoration is 

done by using the LS interpolation method 
as used in their original work. 

The function COEFFICIENTS(𝒙 , P, M, γ, ζ) 
obtains the LP coefficients using Levinson-
Durbin in the original method[6] and using 
ADMM in our proposed l1-norm regularized 
HOSpLP variation of [6]. 

 

SIMULATION SETUP 

A. Data used 

To fairly assess the detection and restoration 
performance of the proposed methods, the 
experiments were conducted using speech (male 
and female) and music (singing voice and 
instrumental) from the Archimedes dataset [23]. 
In order to have comparable degradations among 
all signals, each signal is normalized so that the 
maximum amplitude is 1.Five male and five 
female speech from different speakers are taken. 
For each speech simulation is done on 100 
frames each 32.5 ms. The result is then averaged 
among these. Similarly, for music 2 male 
singing voices, 2 female singing voice, 
2instrumental audio and 4 audio consisting of 
singing voice and instrument are used. 

B. Click Degradation Model 

Usually, the start, duration and amplitude of 
each click degradation is modeled 
probabilistically. Different probability 
distributions for the time between impulses and 
for their amplitudes can be used [1], [24]. In this 
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work, the time location of click degradation was 
assumed to be uniformly distributed as the 
causes of click degradation are not correlated 
with the audio signal. As such, click 
degradations can occur at any location 
irrespective of previous click degradation 
location and the samples during the occurrence 
of click were replaced with zero-mean Gaussian 
noise to obtain a click degraded signal. The 
standard deviation of the click degradation is set 
as twice the standard deviation of the audio 
signal. The impact of the click degradation 
variance on the detection and restoration 
performance of the various methods is 
investigated in Section VI. 

C. Performance Measures 

To evaluate click detection accuracy, the 
normalized MSE in click duration estimation for 
each data set and for a given click duration as 
shown in (7) is used. 

𝑁𝑀𝑆𝐸 =   𝑇𝑐𝑙𝑖𝑐𝑘  ℎ −𝑇 𝑐𝑙𝑖𝑐𝑘  ℎ  2

 𝑇𝑐𝑙𝑖𝑐𝑘  ℎ  2
𝐻
ℎ=1  (7) 

where 
Tclick is the actual click duration; 

𝑇 click  is the estimated click 
duration; 

H  is the total number of audio 
files for each dataset. 

To evaluate the restoration performance, the 
Signal-to-noise ratio (SNR) and perceptual 
evaluation of audio quality (PEAQ)are used. The 
SNR is evaluated over the entire duration of the 
signal to also take into account unnecessary 
interpolation that may result from incorrect click 
detection. 
𝑆𝑁𝑅 =  10 log10

 𝒙 ℎ  2

 𝒙 ℎ −𝒙  ℎ  2
𝐻
ℎ=1   

  (8) 
Where 𝒙is a vector of the undegraded audio and 
𝒙 is a vector of the restored audio. 

PEAQ is used to assess the subjective quality of 
the restored audio signal [25]. It predicts the 
basic audio quality of a signal with respect to a 
reference signal by modeling the psychoacoustic 
properties of the human auditory system. It has a 
range of 0 to -4: 0 representing imperceptible 

distortion while -4 means very annoying 
distortion. PEAQ has been used for the 
assessment of click-degraded audio restoration 
in [5]and [6]. The PEAQ implementation in [26] 
is used in this research. 

RESULTS AND DISCUSSION 

The backward prediction and iterative forward 
prediction methods are based on thresholding 
the absolute value residual, backward prediction 
error and forward prediction error respectively, 
where the threshold values is not signal 
dependent and does not require rigorous tuning. 
In both cases, different threshold values were 
tested and a value of K = 3 led to the best results 
in agreement with the “3-sigma” rule [6]. The 
parameters used during the simulations are 
shown in Table I. 

Table I: Simulation Parameters 

No  Description  Value 

1  Sampling frequency  44.1kHz and 
8kHz 

2  Frame size  32.5 ms 
3  Conventional LP order  12 

4  HOSpLP order  half of frame 
size 

5  
Number of non-zero l0-
norm regularized 
HOSpLP coefficients 

20 

6  Artificial click duration  0.4536ms - 
2.268ms 

7  Local window size, kmax 5 
 

A. Click Detection Performance 

1) Estimation of start of click: The backward 
prediction based click detection is heavily 
dependent on correct estimation of the start of 
the click degradation. To evaluate the 
performance of the backward prediction based 
click detection in the estimation of the start of 
the click, average absolute error in estimating 
the click start is shown in Figure 1 by using 
conventional LP and HOSpLP coefficients in the 
backward prediction method. The method 
proposed by Ciołek et.al. is also taken as a 
benchmark. 
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It is seen that Ciołek‟s method leads to the 
best estimation of the start of the click. 
However, note that at 44.1 kHz sampling 
frequency, 0.0227 ms is 1 samples, as such 
the backward prediction method on average 
leads to click start error of 1 samples only. 
The conventional LP and HOSpLP 
coefficients perform similarly in the 
estimation of the start of the click. The 
absolute error of estimation is on average 
0.0227 ms, i.e. 1 sample at 44.1 kHz 
sampling frequency, for click degradation of 
duration up to 2.268 ms or 100 samples. 

2) Estimation of click duration: Figure 2 
shows the NMSE for click duration 
estimation for speech and music by using 
backward prediction based on conventional 
LP and HOSpLP coefficients and by using 
Ciołek‟s method. It is observed that for click 
duration less than 1 ms, the backward 
prediction based click detection fails 
entirely. However, for longer click durations 
the backward prediction based on HOSpLP 
leads to superior click duration estimation 
performance for music. 

 This is in agreement with the modeling 
assumption made regarding the HOSpLP 
coefficients for music. It is noted that for 
music at 44.1 kHz sampling frequency, even 
though Ciołek‟s method leads to superior 
identification of the click start, its estimation 
of the click duration is inferior to the 
backward prediction based method for both 
conventional LP and HOSpLP coefficients. 

 

Figure 1: Absolute error in click start 
estimation using backward prediction using 
HOSpLP coefficients. 

To see the impact of the sampling frequency 
on the click estimation of the methods, 
similar experiments were conducted for 
audio sampled at 8 kHz. Figure 3 shows the 
NMSE for click duration estimation for 
speech and music by using backward 
prediction based on conventional LP and 
HOSpLP and by using Ciołek‟s method for 
a wide range of click durations.  
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 It is observed that for long click durations 
(longer than 4 ms), all methods yield similar 
detection performance. However, as the 
click duration decreases, the conventional 
LP and l1-norm regularized HOSpLP 
accuracy decreases significantly.  

 

The use of backward prediction with l0-
norm regularized HOSpLP coefficients leads 
to the best click duration estimation results 
for all click durations, except for very short 
click durations (less than 1 ms) where all 
methods fail. For music, it is seen that the 
l1-norm regularized HOSpLP performs best 
for long click durations. This performance of the 
backward prediction 

 
Figure 2: Performance of click duration 

estimation at 44.1 kHz sampling frequency. 
 

method with HOSpLP is consistent at both 
sampling frequencies where as Ciołek‟s 
method leads to inferior performance as the 
sampling frequency is increased. 

B. Detection and Restoration performance 

To measure the unified detection and 
restoration performance, the artificially click 
degraded audio was restored by using the 
proposed Algorithm 2 and state-of-the-art 
Algorithm 3 then the SNR was computed 
and averaged for each dataset. No 
information regarding the location and 
duration of the click degradation is used in 
any of the methods. Figure 4 shows the 
results of the detection and restoration for 
audio sampled at 44.1 kHz. 

For audio sampled at frequency of 44.1 kHz 
the backward prediction method with 
HOSpLP coefficients leads to superior 
restoration performance as compared to 
Ciołek‟s method. This is attributed to the 
superior click duration estimation 
performance of the proposed backward 
prediction method with HOSpLP 
coefficients as compared to Ciołek‟s 
method. 

 It is also noted that the use of HOSpLP 
coefficients in Ciołek‟s method leads to 
improvement in restoration performance as 
compared to conventional LP in Ciołek‟s 
method. The improvement in SNR by the 
HOSpLP based methods is observed to be 
higher in music as compared to speech.  

This can also be attributed to the superior 
modeling capability of HOSpLP coefficients 
in the case of music. This has been also seen 
to be the case in HOSpLP coefficient based 
restoration methods as reported in our 
previous works [13] and [12]. 
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Figure 3: Performance of click duration 
estimation at 8 kHzsampling frequency. 

 

Figure 4: SNR of restored audio by using 
detection and restoration without any a 
priori knowledge on location and duration of 
click degradation. 

Figure 5 show the SNR improvement 
obtained by using the backward prediction 
method with HOSpLP coefficients and 
Ciołek‟s method for the detection and 
restoration of click degraded audio sampled 
at 44.1 kHz. This is the difference between 
the SNR of the restored audio and the SNR 
of the click-degraded audio.  

It is seen that all restoration methods 
achieve significant SNR improvement over 
the click-degraded audio. The proposed 
backward prediction method with HOSpLP 
coefficients for click detection and 
restoration is observed to lead to SNR 
improvement up to 4.5dB over Ciołek‟s 
method using conventional LP. On average 
both backward prediction and Ciołek‟s 
method performs similarly when using 
HOSpLP coefficients. This seems to indicate 
that the use of HOSpLP coefficients in both 
approaches is the reason for the 
improvement in restoration performance. 

 

Figure 5: SNR improvement by detection 
and restoration without any a priori 
knowledge on location and duration of click 
degradation.  
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To see the impact of the sampling frequency 
on the restoration performance of the 
backward prediction method with HOSpLP 
and Ciołek‟s method, similar experiments 
were conducted for audio sampled at 8 kHz. 
Figure 6 shows the results of the detection 
and restoration for audio sampled at 8 kHz. 
At this sampling frequency the backward 
prediction method with HOSpLP 
coefficients leads to higher SNR for most 
click durations. The use of HOSpLP 
coefficients in Ciołek‟s method is observed 
to lead to better SNR as compared to 
conventional LP for higher click durations. 
This also shows the superior 

C. Perceptual evaluation of audio quality 

PEAQ was used to estimate the subjective 
quality of the audio signal that is restored by 
using the proposed backward prediction 
method with HOSpLP coefficients and 
Ciołek‟s method. The PEAQ was calculated 
for each audio fragment as the original clean 
signal is available.  

The result of each fragment was then 
averaged for each type of audio. Table III 
and III show the PEAQ evaluation obtained 
for by using the backward prediction method 
with HOSpLP, Ciołek‟s method and 
Ciołek‟s method with HOSpLP for music 
and speech respectively. 

 

 

Figure 6: SNR of restored audio sampled at 
8 kHz by using detection and restoration 
without any a priori on location and duration 
of click degradation. 

It is seen that, the use of l0-norm and l1-
norm regularized HOSpLP coefficients in 
the backward prediction click detection and 
then restoration leads to better PEAQ results 
as compared to conventional LP. However, 
it is noted that the l1-norm regularized 
HOSpLP coefficients lead to higher PEAQ 
results as compared to l0-norm regularized 
HOSpLP coefficients even though in terms 
of SNR l0-norm regularized HOSpLP 
coefficients lead to better results. This may 
be attributed to the better modeling 
capabilities of l1-norm regularized HOSpLP 
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coefficients especially for music. For 
speech, the use of HOSpLP coefficients in 
Ciołek‟s method is not observed to lead to 
significant improvement in PEAQ as 
compared to conventional LP Ciołek‟s 
method. However, for music the use of 

HOSpLP coefficients in Ciołek‟s method 
leads to significant improvement in PEAQ 
as compared to conventional LP. This again, 
shows the better modeling capability of 
HOSpLP coefficients for music. 

Table II: PEAQ evaluation for Music 

Method  Click duration in ms 
0.454 0.907  1.361 1.814  2.268 

Backward prediction with Conventional LP -0.84  -1.13  -0.98  -1.29  -1.55 
Backward prediction with l1-norm HOSpLP -0.67  -0.99  -0.85  -1.24  -1.34 
Backward prediction with l0-norm HOSpLP -0.68  -0.81  -0.97  -1.27  -1.47 
Ciolek‟s method  -1.13  -1.14  -0.93  -0.90  -0.95 
Ciolek‟s method with l1-norm HOSpLP -0.65  -0.75  -0.62  -0.68  -0.91 
 

Table III: PEAQ evaluation for speech 

Method  Click duration in ms 
0.454 0.907  1.361 1.814  2.268 

Backward prediction with Conventional LP -0.54  -0.64  -0.76  -0.79  -0.89 
Backward prediction withl1-norm HOSpLP -0.37  -0.65  -0.75  -0.60  -0.77 
Backward prediction with l0-norm HOSpLP -0.44  -0.56  -0.68  -0.76  -0.81 
Ciolek‟s method  -0.67  -0.41  -0.49  -0.57  -0.59 
Ciolek‟s method with l1-norm HOSpLP -0.38  -0.47  -0.46  -0.49  -0.54 
D. Impact of amplitude of click degradation 

A challenge for the click detection that has 
not been discussed is the amplitude of the 
click degradation, represented here by the 
variance of the assumed click generating-
random process, 𝜎𝑐2. As the causes of click 
degradation are very diverse it is quite 
difficult to assume a single value for the 
variance of the click-generating random 
process. As such, even in a single recording, 
click degradation with very different 
amplitudes will be present. To evaluate the 
performance of the proposed HOSpLP-
based click detection and restoration method 
for click degradations of different variance, 
the SNR improvement is evaluated by 
degrading the audio with click degradations 
having variance the same as the audio signal 
(𝜎𝑐2 = 𝜎𝑠2) andquarter of the audio signal 
(𝜎𝑐2 = 𝜎𝑠2

4 ). 

Figure 7 shows the SNR improvement by 
the backward prediction method with 
HOSpLP and Ciołek‟s method with 
HOSpLP when the variance of the click 
generating random process is varied for 
speech and audio sampled at 8 kHz. It is 
seen that the three methods achieve 
significant SNR improvement. For click 
durations more than 0.5 ms, the proposed 
backward prediction method with HOSpLP 
and Ciołek‟s method with HOSpLP lead to a 
much better SNR improvement as the 
variance of the click-generating process 
decreases. However, for very short click 
durations, the backward prediction method 
with HOSpLP is inferior to Ciołek‟s 
method. It is also noted that as the variance 
of the click-generating random process 
decreases, Ciołek‟s method with HOSpLP 
leads to significant improvement as 
compared to the other two. 
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Figure 7: SNR improvement by detection and 
restoration without any a priori knowledge on 
location and duration of click degradation for 
music for different click degradation variance. 

CONCLUSIONS 

In this paper, the use of high-order sparse 
linear predictions proposed for the detection 
of clicks and restoration of audio corrupted 
by click degradation. The use of the 
HOSpLP coefficients is suitable for both 
speech and tonal audio without a prior 
knowledge about the type of signal or click 
degradation. Several experiments were 
conducted to assess the performance of the 
proposed method in terms of click detection, 
restoration performance and robustness to 
the degrading click variance. The proposed 
methods achieved an improvement in SNR 
over conventional LP and a recently 
proposed method that also jointly detects 
and restores click degraded audio for speech 
and music. Even though both l1-norm and 

l0-norm regularized HOSpLP-based 
methods are not real-time, by using efficient 
ADMM and proximal gradient algorithm, 
the computation time can be limited to 2-3 
times the duration of the frame under 
consideration on current general purpose 
computer. Considering the application at 
hand is for the restoration of archived audio 
media, the computational time is not 
expected to be a significant limitation. 

Only artificial click degradation was 
considered in our experiments. A next step 
is to evaluate the proposed methods under 
real-life click degradation conditions. 
However, as the click-degraded samples are 
first discarded before restoration, working 
with real click degradations will only affect 
the detection and not the restoration 
performance. 
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