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ABSTRACT 

 
Waste tire rubber disposal causes major 
environmental problems and serious threats 
to human health around the world. A viable 
solution for reducing waste tire rubber is to 
reuse the material in concrete production. 
Since ordinary concrete is brittle, and has 
low energy absorption capacity, elastic 
rubber could possibly improve the damping 
behavior of concrete. In this study, the 
mechanical and dynamic properties of 
concrete with partial replacement of coarse 
aggregate by rubber and epoxy-sand coated 
rubber at different volume fractions 
rangingfrom 5 to 25%wereinvestigated. Test 
results indicatethat uncoated rubber chipsin 
concrete causes a significant reduction in 
strength.As the bond between 
rubberparticles and concrete matrix is 
typicallyweak, a new coating approach 
using epoxy-sand was applied to improve 
theinterfacial properties of the rubber. Test 
results showed thatan optimum compressive 
strength was achieved with15% epoxy-sand 
coated rubber  
aggregatereplacement.Furthermore, the 
maximum increment in damping ratios for 
uncoated and epoxy-sandcoated rubber 
aggregates were found to be 58% and 23%, 
respectivelyas comparedtonormal concrete. 
Hence, theutilization of epoxy sand coated 
rubberpresents a promising approach to 
enhancethe dynamicperformance 
ofconcretestructures, without affecting their 
mechanicalproperties. 

 
 
Key Words: waste tire;epoxy, sand coated 
rubber;damping ratio; dynamic properties 

 
1. INTRODUCTION 

 
According to several studies, about 1.0 to 
1.5 billion waste tires are discarded each 
year globally [1-3]. Scrap tires represent 
about 12% of allsolid waste material [4]. 
Their disposal isthus a serious ecological 
and environmental issues, so it should be 
addressed by intensified recyclingand reuse, 
which can create a sustainable environment 
and help to reduce landfill.  
 
In Ethiopia, the amount of waste tire 
isincreasingevery year. Horizon Addis 
TyreFactoryhas the capacity to 
manufacturearound 850,000 tires a year[5]. 
According to the factory market demand 
prediction, Ethiopia’s annual tire demand is 
estimated around 1.6 million pieces [6]. An 
estimated amount of at least one million 
waste tires is discarded every three years, 
resulting approximately ten thousand tons of 
waste tires annually [7, 8].  
 
In earthquake prone areas, the use of 
concrete with good damping properties is 
necessary.Hence, a potential elastic material 
which has good abilities to dissipate impact 
energy is waste tire rubber. 
Several researchers have used waste tire 
rubber as chipped (to replace the gravel), 
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crumb (replaces sand) and ground rubber 
(filler) for the production of so-called 
“rubberized” concrete [8-10]. The rubber 
material is characterized of low unit weight, 
high dynamic modulus and damping, low 
thermal conductivity and very low water 
absorption rate. It is a non-biodegradable 
material [11]. 
 
Studies mainly indicate that the utilizationof 
waste tire rubber as coarse aggregatein 
concretereduces the compressive,tensileand 
flexural strength of the modifiedconcretes 
[12-16]. One of the main causes 
wasadhesion failure between the surface of 
therubber and the hardened cement paste 
[17-20].Moreover, the partial replacement of 
fine aggregate by rubber was found to 
strongly decrease compressive and flexural 
strength of concrete [20]. 
 
A weakening effect was also found 
withregard to the modulus of elasticity of 
concrete[21-23]. For instance, in the case of 
5% to 10%replacement of coarse aggregate 
by chippingrubber, a reduction in modulus 
of elasticityfrom 17% to 25% was observed 
[9].Similar trends were seenin concrete with 
rubber powder as partial replacement for 
fine aggregate [16]. 
 
The compressive strength of concrete 
decreases as the percentage replacement of 
coarse aggregates with shredded rubber 
increases. The flexural strength increases 
when the contents of shredded rubber 
increases. Moreover, the modulus of 
elasticity of concrete decreases with the 
increase in percentage replacement of 
shredded rubber aggregates [24,25]. 
However, it was also reported occasionally, 
that the use of shredded rubber [21, 22] or 
powdered rubber [10] led to an increase in 
strength.  
 
Testsamples show a relatively higher strain 
as thepercentage of crumb rubber 
aggregatesincreases [26, 27] 

Previous studies have led to 
differentconclusions on the mechanical 
properties ofrubberized concrete and there is 
no clearmargin on the use of waste rubber as 
areplacement of coarse aggregate [21]. 
 
The effect of rubber incorporation on 
thedynamic properties of concrete has been 
often ofspecial interest, as a favorable 
behavior withregard to dynamic loads could 
be achieved bythe elastic material. Of 
particular importanceis the ability of 
rubberized concrete todissipate impact 
energy. It was found,that the dynamic 
modulus of rubberizedconcrete is lower than 
that of plain concrete.Moreover, it has been 
observed that with theincrease of rubber 
content, the damping ratioincreased 
accordingly [27]. 
 
The viscous damping ratio wasinvestigated 
previously [28] using free vibration tests 
withimpact hammer on simply supported 
beamsand drop weight tests. The 
replacement of upto 20% of sand with 
rubber resulted in anincrease in damping. 
Beyond 20%, the effecton damping was 
insignificant. It wasconcluded that the 
choice of the rubbercontent and the mixing 
process can have asignificant effect on the 
dynamic propertiesof rubberized concrete. 
 
Partial replacement of fine aggregate with 
rubber powder was also found to improve 
the damping properties of concrete[16]. 
 
As the weak bond between the rubber and 
thehardened cement paste was identified as 
thecause for the impaired mechanical 
propertiesof rubberized concrete, the 
improvement ofthe bond might be beneficial 
for theproperties of such concretes. Several 
researchers have inveinvestigateddifferent 
treatments to increase the adhesionof the tire 
rubber waste aggregate. 
 
Surface modification of crumb rubber 
bynonionic surfactant (NaOH) was used 
toachieve more hydrophilic behavior of 
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therubber surface. Thus, the interfacial 
bondbetween rubber and hardened cement 
pastewas improved [29].Various other 
surface treatments of therubber are reported 
in literature to improvethe interfacial bond, 
such assoaking in water[30], use of 
solvents[31],application ofoxidizing 
solutions[32],treatment withalkaline 
activation and silicafume [33]. 
 
As results from previous studies have shown 
thatsurface modification of coarse 
aggregates by silicon, epoxy and sand hasthe 
potential to improve the mechanical 
anddynamic properties of concrete [34].  
 
Therefore, thisstudy investigates the effect 
of rubber on mechanical and dynamic 
properties of concrete, especially onits 
damping behavior.Since the bond between 
the rubber and the concrete matrix is weak, 
to improve the interfacial properties of the 
rubber, a novel coating approach using 
epoxy and sand isapplied. 

 
2. MATERIALS AND METHODS 

 
2.1 Materials  
The concrete used in this study consisted of 
OPC 42.5 grade cement, river sand and 
crushed stone with a maximum size of 
25mm. 
 
Chipped rubber with specific gravity of 1.16 
and particle sizes in the range of 20-25 mm 
were used for the replacement of coarse 
aggregates. Sika 161- epoxy resin and 
hardener were obtained from Sika Abyssinia 
Chemicals Manufacturing PLC. 
 
The physical properties of standard sand, 
fine and coarse aggregates that were used in 
the study are presented in Table 1 and the 
properties of epoxy resin are summarized in 
Table 2. 

  
Table 1:Physical properties of standard sand, natural sand and coarse aggregates 

Material Properties Standard sand Sand Coarse aggregate 

Specific gravity 2.62 2.51 2.71 

Moisture content % <0.2 2.41 1.3 

Waterabsorption % 0.79 2.04 1.02 
 

Table 2: Properties of Sika -161 Epoxy resin [35] 

Material Properties Value Standards 

Density ~1600 kg/m3at +23 °C DIN EN ISO 
2811-1 

Shore D Hardness ~76 (7 days / +23 °C) DIN 53 505 
Tensile Adhesion Strength > 1.5 N/mm² (failure in concrete) ISO 4624 

Compressive Strength > 45 N/mm² (mortar screed, 28 
days / +23 °C / 50 % r.h.) EN 13892-2 
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Material Properties Value Standards 

Tensile Strength in 
Flexure 

~15 N/mm² (mortar screed, 28 
days / +23 °C / 50 % r.h.) EN 13892-2 

    
Thegradation requirement of natural sand 
and coarse aggregate were checked and both 
satisfied the requirement set onAASHTO 
No. T 27 [36] and ASTM C 136 
[37]standards. 
 
2.2 Methods 
Chipped rubber for replacement of coarse 
aggregates in normal concrete was prepared 
by cutting waste tire rubber into small 
chips.Chipped rubber used in this study is 
shownin Figure 1. Moreover, Figure 2 
shows epoxy and sand coated rubber 
samples.  
 
To enhance the adhesion of rubber to the 
concrete mixture, Sika-161 epoxy resin in 
combination with standard sand 0.75-2.0 
mmwas used for coating rubber aggregates. 
Mix ratio (epoxy resin: hardener) of coating 
materials is 1:0.265.  
 

 
Figure 1Chipped rubber samples 

 
In the process of coating the rubber surface, 
the rubber particles were appropriately 
cleaned and epoxy resin was applied using 
hand coating (manual method). After 45-60 
min, the epoxy coated rubber was blended 
with standard sand. The sand coated rubber 

was dried for three days at room 
temperature. During the process, the sand is 
sticking to the rubber surface. 

 
(a) 

 

 
(b) 

Figure 2(a) Epoxy coated rubber and (b) 
Sand coated rubber samples 

 
2.2.2 Mix Design 
The mix proportion of cement, sand and 
coarseaggregate was 1:1.5:2.5. The water-
cement ratio of 0.45 was used. In 
developingconcrete mixes, all mix design 
parameters(fine aggregate, cement content, 
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w/c ratio) were kept constantexcept for the 
coarse aggregate constituents. 
 
Mixture compositionof the constituent 
material for different replacement levels of 
coarse aggregate is shown in Table 3. 
Concrete mixtures with replacement of a 
maximum 25 % coarse aggregate by chipped 
rubber particles (uncoated or coated) with an 

increment of 5% were considered.  The 
control mix was designated as CM-0, 
concrete with rubber as RA-n, with sand 
coated rubber as SCRA-n.  
The letter n indicates the replacement level 
(e.g., SCRA-10 represents concrete with 
10% replacement of coarse aggregate by 
sand coated rubber). 

  
Table 3:Mix proportions of concrete with different replacement level 

Mix design 
Replacement Level 

0% 5% 10%  15%  20%  25%  
Cement (kg) 16.6 16.6 16.6 16.6 16.6 16.6 

Sand (kg) 27.7 27.7 27.7 27.7 27.7 27.7 

Gravel (kg) 42.7 40.5 38.4 36.3 34.2 31.9 
Rubber/ Sand coated (kg) 0.0 2.2 4.3 6.4 8.5 10.8 

 
2.3 Experimental Setups 
 

i) Mechanical Properties 
The measured mechanical properties of 
concrete, included compressive strength, 
split tensile and flexural strengths. 
Testswere carried out at 28 days aged 

concrete specimensand testing procedures 
were in accordance with EN Standards. 
Standards, specimen dimensions for 
different types of concrete tests are shown in 
Table 4. The flexural strength test was 
carried out by a three-point loading test. 

  
Table 4:Standards, specimen dimensionsfor different types of concrete tests 

No. Test Standards Specimen dimensions 

1 Compressive strength EN 12390-4: 2019 [38] Cube (150 mm) 

2 Split tensilestrength EN 12390-6:2009 [39] 
Cylinder (300 mm in 
length and 150 mm in 

diameter) 

3 Flexural strength EN 12390-5:2009 [40] Prismatic beam 
(100 × 100 × 500 mm) 

 
ii) Determination of damping ratio 

Damping was utilized to characterize the 
ability of structures or subsoil to dissipate 
energy during dynamic response. Damping 
values depend on several factors, such as: 

vibration amplitude, material, mode shape, 
fundamental periods of vibration, etc. [41]. 
 
Damping ratio is the parameter representing 
the property of materials in vibration 
reduction.Damping properties are expressed 

https://www.sciencedirect.com/topics/engineering/compressive-strength
https://www.sciencedirect.com/topics/engineering/tensile-strength
https://www.sciencedirect.com/topics/engineering/tensile-strength
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by the damping ratio (ξ) which can be 
identified by analyzing the wave using the 
logarithmic decrement method [42, 43]. 
 
To determine the damping ratios of the 
beam, free vibration was generated by 
dropping a steel ball (2.0 kg) from a height 
of 450 mmon a 100 mm×100 mm×500 
mmcantileverbeam specimen. 
 
 
3The accelerometer (Arduino type, MPU-
6050) was set on the free end of the 
specimen to measure the vibration response. 
The position of the accelerometer sensor 
was set at 20 mmfrom the free end and the 
free length of the cantilever is 400 mm. Test 
setups are shown in Figures3 and 4.  
 
The Arduino UNO board was connected to a 
computer via Arduino software to record the 
acceleration amplitudes for the impact tests 
and then transformed to the frequency 
domain through Fast Fourier Transform 
(FFT) using MATLAB code. 
 

 
Figure 3Arduino type accelerometer 

 

 
Figure 4Test setup for measuring the 

acceleration of a concrete beam specimen 
 

Damping ratio was determined by using the 
free vibration decay method of calculating a 
logarithmic decrement (δ), which is the 
simplest and most frequently used method 
through experimental measurements.  
 
The system was excited by performing free 
oscillations and subsequently, the peak 
amplitudes over n consecutive cycles were 
measured [44].  
 
The logarithmic decrement is the natural 
logarithm of the peak amplitude ratio over 
nconsecutive cycles, that represents 
damping characteristics and can be 
determined using the following Eq. (1)[44]. 
 

i
n

i n

uln
u +

 
δ =  

 
  (1) 

 
Where:   
ui and ui+n are peak amplitudes 
overnconsecutive cycles. 
 
The damping ratio can be calculated from 
logarithmic decrement using Eq. (2),  

 

n
2 2 2

n4 n

δ
ξ =

π + δ
  (2) 

 
Where:  
ξ  is a damping ratio (%),  

https://www.sciencedirect.com/topics/engineering/peak-amplitude
https://www.sciencedirect.com/topics/engineering/peak-amplitude
https://www.sciencedirect.com/topics/engineering/peak-amplitude
https://www.sciencedirect.com/topics/engineering/peak-amplitude
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nδ is logarithmic decrement 
 
Alternatively, the acceleration amplitudes 
were recorded for the impact weight tests 
and the values of the damping ratio were 
calculated using Eq. (3) [16, 43]. 
 

o

n

A1 ln
2n A

 
ξ =  π  

 (3) 

 
Where:  
Aois an initial amplitude  
Ais the amplitude after n cycles  
 
3. RESULTS AND DISCUSSIONS  
 
3.1 Mechanical Properties 
The mechanical properties of concrete with 
partial replacement of coarse aggregates by 
chipped rubber and sand coated rubber, 
including compressive strength, split tensile 
and flexural strengths are discussed in the 
following subsections. The results represent 
the average values of three individual 
specimens. 
 
3.1.1 Compressive strength of concrete 
Figure5 shows the compression strength of 
concrete for different concrete mixes. The 
loading rate was 0.28 MPa/sec. 
 

 
Figure 5 Compressive strength (MPa)  

 
 

 
 
As shown in Figure 5, for the reference mix, 
a compressive strength of 45.1MPa was 
achieved. The concrete could thus be 
assigned to strength class C30/37. For 5% 
replacement of coarse aggregate by rubber 
chips, the compressive strength of concrete 
was increased, but a further increase beyond 
this level caused a reduction in compressive 
strength. Hence, the optimum compressive 
strengthswere found to be50.3 MPa (SCRA-
15) and47.0 MPa (RA-5). These results 
indicated an increase in compressive 
strength of 12.5% and 4.1%, respectively, as 
compared to the control mix. Concrete with 
sand coated rubber aggregates gaineda 
higher compressive strength than the 
uncoated rubber aggregates. This positive 
effect ofepoxy-sand coatingis due to the 
improvement of bond betweenthe rubber 
surface and the cementitious matrix. 
 
3.1.2 Tensile and Flexural strengths 
Test results related to split tensile and 
flexural strengths are plotted in Figures6 and 
7 respectively.  
 

 
Figure 6 Split tensile strength (MPa) 

 



  Yisihak Gebre et. al..,  
 

Journal of EEA, Vol. 41, July 2023  94 
 

 

 
Figure 7 Flexural strength (MPa) 

 
Figures 6 and 7 showed that, for the control 
mix, split tensile and flexural strengths of 
2.9 MPa and 3.5 MPa were achieved, 
respectively. Moreover, the split tensile 
strength reached its maximum value at 10% 
replacement by both rubber and sand coated 
rubber aggregates. But, beyond the optimum 
level, reduction in split tensile strength was 
observed. For both concrete with rubber and 
sand coated rubber aggregates, a maximum 
value of flexural strength was observed ata 
replacement level of 5%.  
 
3.1.3 Damping ratio 
An impact test was conducted to determine 
the damping ratio of concrete specimens 
based on free vibration responses. Examples 
of acceleration time history response are 
shown in Figures8-10. 
 
 

 
Figure 8 Acceleration time history- CM-0 

 

 
Figure 9 Acceleration time history - RA-25 

 
Figure10 Accelerationtime history- 

SCRA-20 
 
The first and the fourth amplitudes of the 
vibration response are used to determine the 
logarithmic decrement and damping 
ratio.The logarithmic decrement and the 
damping ratio could be calculated using 
Eqs.(1)and(3), respectively, and the results 
are presented in Table 5. Moreover, the 
damping ratio for concrete with different 
replacement level of uncoated rubber and 
sand coated rubber aggregates is shown in 
Figure 11. 
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https://www.sciencedirect.com/topics/engineering/peak-amplitude


Damping Properties of Concrete with Sand Coated Rubber Aggregates 

 
Journal of EEA, Vol. 41, July 2023  95 
 
  
 
 
 

Table 5:Damping ratio of concrete with rubber and sand coated rubber aggregates 

Mix 
acceleration 
amplitudes 

acceleration amplitudes  
in G-forces (g)  δn 

Damping 
ratio  
(%) y1 y4 y1 y4 

CM-0 21569 8442 1.316 0.515 0.938 4.95 
RA-5 14636 5139 0.893 0.314 1.047 5.54 

RA -10 11478 3801 0.701 0.232 1.105 5.86 
RA -15 16822 4717 1.027 0.288 1.272 6.73 
RA -20 15171 3895 0.926 0.238 1.360 7.20 
RA -25 16167 3698 0.987 0.226 1.475 7.81 

SCRA -5 13808 5093 0.843 0.311 0.997 5.27 
SCRA -10 12707 4527 0.776 0.276 1.032 5.47 
SCRA -15 12643 3998 0.772 0.244 1.151 6.10 
SCRA -20 13207 3917 0.806 0.239 1.215 6.44 
SCRA -25 12462 3961 0.761 0.242 1.146 6.09 

 
Figure11 Damping ratio ofrubber and sand 

coated rubber aggregates 
 

FromFigure 11, it can be observed that, the 
damping ratio increases with increasing 
percentage of chipped tire rubber content. It 
was also observed that, the damping ratio 

increases with an increase in percentage of 
sand coated rubber aggregates reaches up to 
20%.As thepercentage of sand coated rubber 
content increases from 20% to 25%,the 
damping ratio started to decline. However, 
the value was higher than that of the control 
mix, which isan increment of 23%. 
 
3.2 Comparative Study 
In this section, test results of this study are 
compared with previous studies. The 
comparisons are summarized in Tables 6-
8.These comparisonsconsideronlyresults of 
compressive strength, flexural strength and 
damping ratio of concrete with partial 
replacement of coarse aggregates by uncoated 
rubber chips. 
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Table 6:Comparisonof compressive strength 
R
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Study by  

Sofi, A. [14] 

Study by 
Vijayan, D. 
S.,kumar, et 

al.[25] 

Study by 
Sibiyone, K. 

Paul, and M. L. 
Sundar [21] 

Study by 
Paparao, A., 

et al. [22] 
This study  
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) 
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%

) 

0 32.00  - 37.11  - 24.90  - 25.00  - 45.12  - 
5 33.50 4.69 32.53 -12.34 27.50 10.44 27.20 8.80 46.95 4.06 
10 25.00 -21.88 28.93 -22.04 29.33 17.79 29.30 17.20 44.15 -2.15 
15   21.05 -43.27 29.20 17.27 26.60 6.40 42.98 -4.74 
20   16.87 -54.54 28.89 16.02 28.89 15.56 40.38 -10.51 
25     28.50 14.46 25.33 1.32 36.09 -20.01 

Table 7:Comparison of flexural strength 

R
ep

la
ce

m
en

t 
le

ve
l (

%
) 

Study by  
Sofi, A. [14] 
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) 

0 5.25   11.75  - 3.10  - 3.20 -  3.49 -  
5 5.20 -0.95 12.04 2.08 3.53 13.87 3.50 9.37 3.59 2.87 
10 3.30 -37.14 11.50 -2.13 3.80 22.58 3.90 21.88 3.41 -2.29 
15     8.25 -29.79 3.71 19.35 3.62 13.13 3.27 -6.30 
20     6.50 -44.68 3.50 12.90 3.40 6.25 3.02 -13.47 
25         3.45 11.29 3.30 3.13 2.72 -22.06 
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Table 8:Comparison of damping ratio 
R
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Study by Ching Y., 

George C.,  
et. al. [16] 

Study by L. Zheng, 
X. Sharon Huo, 
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Study by  
Maru Sete [8] This study  
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0 1.0  - 0.74 - 6.93 - 4.95 -  
5 1.25 25 0.98 32.43 8.34 20.35 5.54 11.92 

10   1.19 60.81 8.16 17.75 5.86 18.38 
15   1.38 86.49 16.17 133.33 6.73 35.96 
20     16.52 138.38 7.20 45.45 
25     22.83 229.44 7.81 57.78 

 
As shown in Table 6, a study bySofi, A. [14], 
showed that the compressive strength of 
concrete increased by 4.69% when 5% 
rubberchips were used. Beyond this level, the 
strength decreased. The trend of the results is 
similar toour study.However, the results by 
Vijayan, D. S., kumar, et al. [25] showed that 
the presence of rubber contents in concrete 
mixes has a negative effectand there is a very 
considerable loss in compressive 
strengthisobserved.  
On the other hand, according toSibiyone, K. 
Paul, and M. Lenin Sundar [21] and study by 
Paparao, A., et al. [22], test results of 
compressive and flexural strengthsincreased 
with increasing percentage of rubbercontent 
in concrete ranging from 0% to 40%. 
 
Moreover, the study by Vijayan, D. S., et al. 
[25],shown in Table 7indicates, an increment 
of 2.08% in flexural strength was observed 
when 5% rubber isused and 
gradualdecrementin flexural strength was 
noticed as the percentage of rubber increased. 
The trend of the results is similar to that of 
this study. 
 
From Table 8, the study by Ching Y., 
George C. et. al., [16],L. Zheng, X. Sharon, 

et. al. [27] and Maru Sete [8], indicated that 
the damping ratio increases as the rubber 
content in concrete mixincreases.However, 
the increment is much higher than as 
compared to this study. 
 
In general, except for those studiesreported 
by Sibiyone, K. Paul, [21] and Paparao, A., 
et al.,[22], this study shows similar 
trends(strength reduction, improvement in 
damping ratio) to previous studieswhen the 
natural coarse aggregates are partially 
replaced by rubber chips.However, the 
findings of this study are different from other 
similar studies conducted by [21] and [22] 
due to the following reasons; i) Sibiyone, K. 
Paul, [21] used admixtures for concrete mix 
design as well as scrap rubber with a size of 
less than 10 mm in their studies, ii) in the 
case of a study conducted by Paparao, A., M. 
Aruntej, [22] scrap rubber with a size of 10-
12 mm was used. 
 

4. CONCLUSIONS 
 
In this study, the mechanical properties and 
damping capacity of concrete with various 
percentage replacement of coarse aggregates 
by rubber and epoxy-sand coated rubber up 
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to25%, were experimentally studied. The 
results revealed that when 5% uncoated 
rubber and 15% epoxy-sand coated rubber 
aggregates are used, the compressive 
strength of concrete is optimal. Beyond the 
optimum replacement levels,reduction in 
compressive, splitting tensile and flexural 
strength was noticed as compared to the 
reference mix. 
 
The partial replacement of coarse aggregates 
with rubber and epoxy-sand coated rubber 
improves the damping ratioof concrete.A 
maximum of 58% increase in damping ratio 
was reached for the uncoated rubber, while a 
23% increase was reached for epoxy-
sandcoated rubber aggregates. The epoxy-
sand coating thus can mitigate the negative 
effect of the rubber on the mechanical 
properties to some extent. However, that 
effect is to the detriment of the improvement 
of the damping behavior by the rubber. 
 
Waste tire rubber can be used as an 
alternative source of construction material to 
replace the natural coarse aggregate in 
concrete.Hence, it is recommended to use 
epoxy and sand to coat the rubber in order to 
enhance the bonding between the rubber 
surface and the mortar. Moreover, in order 
to improve the energy dissipation (damping 
ratio) of concrete, it is recommended to 
replacethe natural aggregateby rubber and 
epoxy-sand coated rubber chips. 
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ABSTRACT 

Power converters and regulators are the 
main and critical building blocks of all 
electronic systems. In applications prone to 
transient faults, such as particle strikes, 
spatial redundancy techniques can improve 
the reliability significantly. The design of a 
fully digital DC/DC switching buck 
converter regulator based on a fault tolerant 
modular redundancy architecture 
implemented on SRAM FPGAs is presented. 
Transient events such as single event 
functional interrupts (SEFIs) are the 
dominant effects in SRAM-based FPGAs. 
SEFIs result in missing pulses in the 
generated PWM control signal of the 
converter that   cause large transient drops 
at the converter output. In this work, triple 
modular redundancy (TMR) technique is 
used to implement spatial redundancy.  This 
approach is used to triplicate the physical 
digital blocks on FPGA such that faults on 
one of the modules can be detected and 
corrected while the system works 
uninterrupted and with correct output. 
Experimental results indicate that with triple 
modular redundancy, the power converter 
can withstand up to 5x more doze of faults 
as compared to conventional power 
converters. 

Keywords: single event functional interrupt 
(SEFI), Fault tolerant design, spatial 

redundancy, DC/DC switching power 
converter, buck   converter, digital control. 

 

I.  INTRODUCTION 

DC/DC   switching   power   converters, due   
to   their high-efficiency conversion, are 
essential parts of modern electronic systems 
[1], [2].  The main objective of this work is 
to design a fault tolerant FPGA-based digital 
control system for a DC-DC buck 
converter/regulator. Digital control systems 
have significant advantages over 
conventional analog pulse width modulators 
(PWMs) [3], [4]. 

Along with the general advantages of a 
digital system (such as high flexibility, 
reduced sensitivity to noise and component 
parameter variations, and the capability to 
realize sophisticated control algorithms), a 
digital controller can be hardened more 
easily against transient faults than its analog 
counterpart.  In fact, a conventional PWM 
switching converter is very susceptible to 
single-event effects (SEEs) in the error 
amplifier stage and in the analog PWM 
controller that cause large transient pulses at 
its output [5]-[7]. The use of commercial 
SRAM-based FPGAs in applications such as 
solar power converters in satellites is very 
attractive because of their high component 
density, quick turn-around time, and 
reconfigurability [7], [9]. 
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Normally, SRAM-based FPGAs are very 
sensitive to SEEs. The dominant effect is the 
single event functional interrupt (SEFI) 
caused by a configuration memory bit upset 
that disrupts the continuous operation of the 
system in which the FPGA is used. Heavy 
ion radiation testing on these devices has 
shown that no permanent faults occur after 
an SEFI, and that reprogramming the FPGA 
will restore full functionality [10], [11].  
Therefore, “radiation hardening by design” 
(RHBD) techniques based on detecting, 
mitigating and correcting SEFIs make it 
possible to use SRAM-based FPGAs in high 
radiation environments [12]. 

The paper is organized as follows.  Section 
II describes the design of a digitally 
controlled switching buck converter. In 
Section III the main radiation effects on 
SRAM FPGAs are discussed and the 
technique applied to harden the design 
against radiation-induced errors is 
illustrated.  Section IV shows the simulated 
and experimental results, and section V 
concludes and summarizes the work. 

II.  DIGITALLY CONTROLLED BUCK 
CONVERTER 

A   DC/DC   switching   buck   converter 
steps down an unregulated input voltage, 
such as from a solar panel, to a regulated 
output voltage for a wide range of input 
voltages and load conditions.  The circuit 
uses an inductor, a power MOSFET to 
transfer power from the input to the output 
in an efficient way, a capacitor to smooth 
out the ripple in the output, and a 
freewheeling diode (or a MOSFET 
synchronous rectifier for highest 
efficiency).The MOSFET is periodically 
switched from the on state to the off state 
and vice versa. The ratio between the on-
state time interval and the switching period 
(duty cycle) determines the DC value of the 
output voltage.  To maintain the required 

output voltage in the presence of variations 
in the input voltage and load conditions, a 
feedback network, which controls the duty 
cycle, is used [1]. 

Figure 1 shows the basic structure of a 
digitally controlled DC/DC switching buck 
converter in which the feedback loop is 
implemented using an analog-to-digital 
converter(ADC). The actual output voltage 
Vo is scaled by the sensor gain and 
converted into a digital signal by means of a 
sampling process and analog-to-digital 
conversion (ADC).  The difference between 
the digitized sample of the converter output 
and the reference voltage (Ref) forms an 
error signal e that is processed by the digital 
compensator to calculate the actual duty 
cycle c. The digital pulse width modulator 
(PWM) generates the switching signals (H 
and L) that control the two power 
MOSFETs. 

 

 

 

 

 

 

 

Fig. 1. Basic schematic of a digitally 
controlled buck converter. 

In this work, triple modular redundancy 
(TMR) technique is used to implement 
spatial redundancy as shown in Figure 2.  
This approach is used to triplicate the 
physical digital blocks on FPGA such that 
faults on one of the modules can be detected 
and corrected while the system works 
uninterrupted and with correct output. The 
classic three voter configuration provides 
the best reliability compared to all other 
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configurations [13]. The drawback of the 
classic three voter is that it takes the largest 
space in hardware implementations. 
However, for small circuits, such as this 
particular application, space is not a 
constraint. Therefore, it is justified to choose 
the classic three voter configuration to 
achieve the best reliability.[14].The 
reference (Ref) is continuously compared 
with the feedback signal (FB). The error 
signal from the comparator is passed to the 
proportional and integral (P) compensator. 
The compensators output is then used to set 
the duty cycle of the Pulse with modulator 
(PW). The majority voter logic (V) takes the 
correct majority of the three parallel outputs 
at each stage and the PWM check logic 
makes sure the integrity of the pulse output. 

 

 

 

 

 

 

 

Fig. 2. Block diagram of the designed TMR 
controller. 

III.  SINGLE EVENT EFFECTS ON 
SRAM FPGAS AND FAULT 

TOLERANT DESIGN 

Heavy ion testing on   SRAM   FPGAs from 
differentsemiconductor manufactures has 
shown that these parts arevery sensitive to   
radiation-induced errors [9]-[11].  
Thedominant error is the single event 
functional interrupt, whichis caused by a 
configuration memory bit flip.  Itis worth 
noting that a user flip-flop is as susceptible 
as aconfiguration memory cell to radiation-

inducedupset. However, the number of 
configuration bits is much greater than that 
of the user flip-flops and thus the probability 
of an SEFI is significantly greater than the 
probability of an SEU(single event upset) 
associated with a user register. Moreover, no 
permanent faults, such as   single eventlatch-
up or dielectric rupture, have been observed 
duringheavy ion tests. In addition, 
reprogramming the FPGA willrestore the 
full functionality of the device, after the 
occurrenceof an SEFI. Therefore, RHBD 
techniques based on detecting,mitigating 
and correcting SEFIs make it possible to 
useSRAM FPGAs in high radiation 
environments [12], [13]. 

When applying a digital control signal using 
an SRAM-based FPGA in a switching 
converter, radiation inducedSEFIs result in 
missing pulses in the generated PWM 
controlsignal of the converter. In turn, the 
missing pulses result inlarge transient 
voltage drops at the output of the converter 
thatmay adversely affect the operation of the 
powered systems [5],[6].  Therefore, an 
RHBD technique must be applied tomitigate 
and correct the SEFIs.  In the work 
described here, aredundant approach at both 
the logic design and the devicelevels has 
been applied. 

IV.  EXPERIMENTAL RESULTS 

In order to validate this   approach A TMR 
digital circuit was implemented on Xilinx 
Zynq-7000 SoC. This SoC integrates Xilinx 
Artix-7 FPGA and a dual core ARM cortex-
A9 MPU on a single chip. The TMR 
architecture in Fig 2 is implemented on the 
FPGA while the Cortex-A9 is used to 
simulate single event effects on the FPGA 
configuration memory.Table 1 below 
summarizes the FPGA resources used for 
conventional controller design and for TMR 
implementation with triplicated voters.  
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Table 1 Comparison between standard and TMR 
designs in Artix-7 XC7A200T  

 

Digital DC-DC 
controller design 
on SRAM FPGA 

Area 
(# 
slices) 

# Logic 
cells 
(LC) 

# CLB 
Flip-
flops 

Total FPGA 
resources 

33,650 215,360 269,200 

Standard: No 
TMR used 

9 128 12 

Percentage used  0.027 
% 

0.059 % 0.004 % 

FullTMR 
implementation 

21 402 41 

Percentage used 0.062 
% 

0.187 % 0.015 % 

According to data from Xilinx datasheet 
[15], The cost per logic cells (LCs) on the 
Artix-7 series FPGA is roughly linear at 
USD 0.0018. The total cost of implementing 
a standard controller on FPGA has 
insignificant hardware cost at only 0.06% of 
LCs used. Also, the TMR version, even if it 
requires 3x more resources it’s still less than 
0.19% of the FPGA resource while 
providing 5x more reliability than the 
standard controller. 
 
The implementation takes a typical voltage 
mode control loop designed to give out a 
regulated 5V output from an unregulated 
input of 12 – 24V DC (typical solar panel 
voltage ranges). First, the output voltage is 
sensed, scaled down and fed to an analog to 
digital converter which feedback the digital 
equivalent of the output voltage to the 
control loop. Then, the feedback is 
subtracted from a fixed reference to get the 
error signal. The error signal is passed 
through the PID compensator to get the 
control value. The control value determines 
the pulse width of the next control cycle. 
 
The difference equation was implemented in 
a control loop with a bandwidth of 50KHz. 

𝑈𝑈(𝑘𝑘) = 𝑈𝑈(𝑘𝑘 − 1) +  𝐾𝐾𝑃𝑃 × 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒
+ 𝐾𝐾𝐼𝐼 × 𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒𝐼𝐼𝑒𝑒𝐼𝐼𝐼𝐼
+ 𝐾𝐾𝑑𝑑 ×       (1) 

Where,  

𝑈𝑈(𝑘𝑘) = 𝑐𝑐𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒𝐼𝐼𝐼𝐼 𝑐𝑐𝑒𝑒𝐼𝐼𝐼𝐼𝑒𝑒𝑒𝑒𝐼𝐼 𝑣𝑣𝐼𝐼𝐼𝐼𝑐𝑐𝑒𝑒, 

 𝑈𝑈(𝑘𝑘 − 1) = 𝑒𝑒𝑒𝑒𝑣𝑣𝑟𝑟𝑒𝑒𝑐𝑐𝑟𝑟 𝑐𝑐𝑒𝑒𝐼𝐼𝐼𝐼𝑒𝑒𝑒𝑒𝐼𝐼 𝑣𝑣𝐼𝐼𝐼𝐼𝑐𝑐𝑒𝑒, 

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘) = 𝑐𝑐𝑐𝑐𝑒𝑒𝑒𝑒𝑒𝑒𝐼𝐼𝐼𝐼 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, 

𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒(𝑘𝑘 − 1) = 𝑝𝑝𝑒𝑒𝑒𝑒𝑣𝑣𝑟𝑟𝑒𝑒𝑐𝑐𝑟𝑟 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, 

𝐾𝐾𝑃𝑃 = 𝑃𝑃𝑒𝑒𝑒𝑒𝑝𝑝𝑒𝑒𝑒𝑒𝐼𝐼𝑟𝑟𝑒𝑒𝐼𝐼𝐼𝐼𝐼𝐼 𝑐𝑐𝑒𝑒𝐼𝐼𝑟𝑟𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼, 

𝐾𝐾𝐼𝐼 = 𝐼𝐼𝐼𝐼𝐼𝐼𝑒𝑒𝐼𝐼𝑒𝑒𝐼𝐼𝐼𝐼 𝑐𝑐𝑒𝑒𝐼𝐼𝑟𝑟𝐼𝐼𝐼𝐼𝐼𝐼𝐼𝐼, 

𝐾𝐾_𝐷𝐷 = 𝐷𝐷𝑒𝑒𝑒𝑒𝑟𝑟𝑣𝑣𝐼𝐼𝐼𝐼𝑟𝑟𝑣𝑣𝑒𝑒 𝑐𝑐𝑒𝑒𝐼𝐼𝑟𝑟𝐼𝐼𝐼𝐼𝐼𝐼 

The process is broken down to three 
modules; The comparator module, the PID 
module and the PWM generator module. 
The three modules are triplicated to compute 
the outputs and compare with each other. 
The error, the control and the pulse width 
are the three values to be voted on in TMR. 

At steady state, with no fault, the duty cycle 
of the output square wave is constant for a 
fixed load and constant input. In this 
particular case, at no load and 12V constant 
input, the duty cycle is 42% 53% for half 
load of 2.5W and 65% at a full load of 5W. 
 

Fault Impact Analysis 

Fault impact analysis is done by observing 
the duty cycle of the output pulse from the 
PWM generator at fixed load conditions. For 
this test, the load and input voltages are kept 
constant to observe only the impact of 
transient faults on the output. The period of 
the output square wave is kept constant at 
1ms (1KHz PWM frequency) and the duty 
cycle is varied by the controller to keep the 
output voltage regulated at 5V ± 1%. A 
momentary fault in the controller will result 
in a wrong duty cycle of the pulse which 
may cause a temporary output overshoot or 
undershoot.  
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Baseline case  

This case is used as a reference. In this case, 
the system runs without TMR and with no 
fault injected. The test was run for 10,000 
PWM cycles (10 seconds) at steady state 
and the following result was obtained. 

Table 2 Baseline case 

 

 
Result at injection rate of 1/3000 (one in 
3000 cycles) 

As in the previous case, the test was run for 
10,000 pulse cycles (10 seconds) at steady 
state. Both overshoot and undershoot 
conditions were observed in the data (even if 
it is too fast to observe on the scope). 
Although, the output regulation is not 
affected as much, the transient could 
damage the power switches at higher load 
currents if occurs frequently. 

Table 3 Output parameter at fault rate of 1/3000 

Parameters No load 2.5W 
load 

5W load 

Maximum 
duty cycle  

820µs 
(82%) 

861µs 
(86.1%) 

924µs 
(92.4%) 

Minimum 
duty cycle 

12µs 
(1.2%) 

28µs 
(2.8%) 

46µs 
(4.6%) 

Duty cycle 
standard 
deviation 

21µs  26µs 31µs 

%deviation 5% 4.9% 4.8% 
Maximum 
output 
voltage 

6.88V 5.87V 5.98V 

Minimum 
output 
voltage 

3.78V 3.86V 3.21V 

Output 
standard 
deviation 

0.09V 0.05V 0.07V 

%deviation 1.8% 1.2% 1.4% 
 

Higher fault rates 

The following results were obtained at 
different fault injection rates for 2.5W and 
5W load. It is observed that at injection rates 
lower than (1/1000), the controller loses 
stability and the output voltage starts to 
oscillate in both cases. 

Table 4 Output parameters at higher fault rates 
(2.5W/5W loads) 

Fault 
injection rate 

Duty cycle 
deviation (%) 

Output voltage 
deviation (%) 

1/5000  2.8/3.1 0.86/1.0 
1/2000 8.3/11.2 2.1/2.8 
1/1000 21/28.4 8.1/8.7 
1/500 40.2/48.9 18.4/21.5 
 

Results with proposed TMR architecture 

With TMR, the tests were run again with the 
same conditions. For the case with no faults 
injected, the result was identical with the 
baseline case. 

Result at injection rate of 1/3000 

No overshoot and undershoot conditions 
were observed and the result was fairly the 
same as in the case of no faults. 

Parameters No load 2.5W load 5W load  
Maximum 
duty cycle  

438µs 
(43.8%) 

542µs 
(54.2%) 

670µs 
(67%) 

Minimum 
duty cycle 

412µs 
(41.2%) 

510µs 
(51%) 

645µs 
(64.5%) 

Duty cycle 
standard 
deviation 

11µs  13µs 19µs 

%deviation 2.6% 2.7% 2.9% 
Maximum 
output 
voltage 

5.06V 5.07V 5.08V 

Minimum 
output 
voltage 

4.98V 4.97V 4.95V 

Output 
standard 
deviation 

0.04V 0.04V 0.05V 

%deviation 0.8% 0.82% 1% 
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Table 5 Output parameters with TMR and fault 
rate of 1/3000 

Parameters No load 2.5W load 5W load 
Maximum 
duty cycle  

441µs 
(44.1%) 

541µs 
(54.1%) 

673µs 
(67.3%) 

Minimum 
duty cycle 

410µs 
(41%) 

528µs 
(52.8%) 

642µs 
(64.2%) 

Duty cycle 
standard 
deviation 

11.3µs  15µs 20.2µs 

%deviation 2.69% 2.77% 3.1% 
Maximum 
output 
voltage 

5.07V 5.07V 5.08V 

Minimum 
output 
voltage 

4.98V 4.96V 4.93V 

Output 
standard 
deviation 

0.044V 0.046V 0.052V 

%deviation 0.88% 0.9% 1.04% 
 

Result at higher fault rates 

The following results were obtained at 
different fault injection rates for 2.5W and 
5W loads. The controller is observed to be 
fairly stable at up to injection rates of 1/100. 
For both load cases, overshoot and 
undershoot conditions are observed starting 
from injection rates of 1/200. 
 

Table 6 Output parameters with TMR for higher 
fault rates (2.5W/5W loads) 

Fault 
injection rate 

Duty cycle 
deviation (%) 

Output 
voltage 
deviation (%) 

1/2000  2.75/3.2 0.98/1.05 
1/1000 3.8/4.3 1.02/1.18 
1/500 6.1/6.8 1.41/1.82 
1/200 12/12.3 2.1/2.8 
1/100 20.9/21.2 5.77/6.1 
 

V.  CONCLUSION 

Power converters and regulators are the 
main and critical building blocks of all 
electronic systems. In applications prone to 
transient faults, such as particle strikes, 
spatial and time redundancy techniques can 
improve the reliability significantly. 

Single event functional interrupts are the   
dominant radiation effects in   SRAM-based 
FPGAs.   This   work demonstrates the 
design of an SEFI-resistant DC/DC 
switching power converter based on   a 
reconfigurable digital control loop 
implemented in SRAM FPGAs.  

In this project, the results indicate that with 
classic triple modular redundancy, the power 
converter can withstand up to 5x more doze 
of faults as compared to conventional power 
converters. The additional 3x more hardware 
requirement is justified because the 
implementation only used less than 0.2% of 
the total resource. For such a small circuit 
the benefits of 5x more reliability very much 
outweighs the additional hardware cost. 
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ABSTRACT 
 
That there is an imbalance of electricity 
demand and supply in Ethiopia is known. 
Development of the Micro hydro power (MHP) 
system is an important technology to solve the 
problem. The main objective of this study was 
to do modelling and simulation of a micro-
hydropower system for rural electrification in 
the case of Temecha River, Ethiopia. Yearly 
flow data were collected from Ethiopian Basins 
Development Authority and used to estimate 
the design flow rate. Next, modelling and 
simulation were done by using MATLAB 
SIMULINK. Some of the SIMULINK results 
were power and flow duration curves, and 
others. The nethead and design flow rates were 
found to be16.34m and 0.5731m3/s, 
respectively. Based on the preliminary 
analysis, the turbine selected for the site is a 
Kaplan turbine. It is found that, the power 
output of this system is greater than the 
electricity demand of the selected site for 346 
days of the year. Thus, the systemic found to be 
efficient in terms of generated electrical power 
as compared to similar works reported in the 
literature. The scale of the design can be re 
modified to be implemented in other remote are 
as having river resources. 
 
Keywords: - Electrical Power, Flow Rate, 
Kaplan Turbine, MATLAB SIMULINK, MHP, 
Simulation] 

 
 

INTRODUCTION  
 

According to a report  by the World Bank[1], 
Ethiopia is the second most populated country 
in Africa with an estimated population of 
114,963,583, next to Nigeria. The country has 
one of the fastest-growing economies in the 
world. Even though the demand for electricity 
is dramatically increased, the generation of 
power has not yet increased at the same 
proportion.  
MoWIE also noted that[2]about56% of the total 
population lack electricity access. The lack of 
electricity in these areas affects the daily 
routines of the inhabitants who seek to earn a 
living [3].  
The MHP is a class of hydropower plant 
system that generates power within a range of 
11 to 500 kW. A MHP is categorized under 
run-of-river, small head, single purpose, and 
base load plant. One of the main reasons for 
MHP system development is due to the high 
demand of electricity in rural areas where small 
streams of water are locally available in many 
areas of Ethiopia. These systems have been 
used for a long time, particularly in the rural 
villages of developing nations. It can provide 
the best solutions to the sustainable 
development goals by providing electricity to 
support the local economy, education, health, 
and food and communications systems. To 
ensure their cost competitiveness for deploying 
a large number of systems in the future, they 
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require further technological advancements, 
primarily the cost reductions and improvements 
in efficiency of MHP systems. Within this 
broader context of sustainable development, the 
aim of this research was to do modelling and 
simulation of a MHP system for rural 
electrification using MATLAB SIMULINK 
software. Technology wise, the system has 
additional features which will make it more 
valuable in the current market and provides an 
advantage for people living in rural areas[4]. 
Kilimo, A. S. G.,and Kahn, M. [5] have 
highlighted the possibility of using low-cost 
small hydropower plant that can supply power 
to communities which have small hydro 
potentials. Finally, the authors proposed the use 
of the merits of both synchronous and 
induction generators to reduce the investment 
and maintenance cost of the plant. If these are 
implemented properly, the plant is expected to 
be of low cost and hence, an economically 
viable power source for rural electrification. 
 
According to some studies [6, 7],the steps 
followed in MHP developments include site 
visits, data collection, measurements, field 
surveys, meetings with local populations, and 
analyses.  
A study on “Analysis of Micro Hydropower 
Generation for Rural Electrification”, showed 
that the fixed blade axial flow propeller turbine 
was one of the most cost-effective turbine 
options for the low head scheme [8]. As the 
paper states that in Loi Unn micro-hydropower 
project, 7 turbine-generator sets were installed. 
The capacity of the set was 3kVA (2.4 kW). 
Then, the total installed capacity was 21 
kVA (16.8 kW). And, the utilized power was 
13.8kW. Generally, the daily operating time 
was from 6 pm to 6 am because Loi Unn 
stream was enough to generate micro-
hydropower throughout the whole year. But, in 
the rainy season, the excess water was diverted 
to the other side of the Loi Unn stream. 
After the implementation of the research on 
MATLAB Simulink software, the results that 

are found in the literature [8, 9]are that the 
turbine power and speed were directly 
proportional to the gross head, but there were 
specific points for maximum power and 
maximum speed in case of water flow 
variations. 
In [10], the author describes some problems 
related to energy crisis such as oil crisis, 
climatic change, electrical demand, and 
restrictions of wholesale markets a risen 
worldwide that leads to the increment of 
difficulties. This study aimed to suggest the 
need for technology alternatives that are used 
for generating electricity as near as possible of 
the consumption of site, using renewable and 
environmentally friendly energy sources such 
as wind, solar, and hydro-electric power plants. 
The system that has been done on this study is 
supplying power common electrical three-
phase parallel RLC load. Finally, models were 
simulated using MATLAB Simulink. The 
simulation results show that with the proper 
choice of governing system for micro-hydro 
power plant leads to proper load sharing, 
constant voltage output, and constant speed 
with a variety of load values. 
Additionally, in [11] the authors worked on 
“simulation and implementation of micro-
hydro generation for small rural loads.” This 
study aims to develop a MATLAB/Simulink 
block of a simple run-off river micro-hydro 
system that could be used to simulate 
electricity generation at any location where the 
water resource and site conditions are suitable. 
They used data like water head, water flow and 
energy demand needed as input to the 
developed simulation models. Finally, the 
simulation results of the variation of the rotor 
angular velocity, the electromagnetic torque, 
and the stator voltages were included in their 
study.  
Even though several works can be found for the 
micro-hydropower system in the literature, 
there is still a gap that is unsolved, the access 
of electricity distribution to rural areas like in 
Amhara region, Ethiopia.  
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MATERIALS AND METHODS 
 
MATLAB SIMULINK was used for the 
simulation analysis of the system. Besides, the 
task slike site selection, data collection, data 
analysis and others were done to finalize the 
modelling and simulation of a MHS for rural 
electrification in the case of Temecha River, 
Ethiopia. 
The site is locatedat10.5150N and 37.4870E. 
345km far from Addis Ababa, Ethiopia to the 
North West and 285km far from Bahirdar, 
capital city of Amhara Regional state to the 
South Eas . The site elevation is within the 
range of 950 to 2800 mean sea levels [4]. The 

site selection was based on the scarcity of 
electricity access in the area and the all year- 
round flow of the River.  
The first step of this research after selecting 
potential site was collecting technical data 
(Head and flow rate) that were used for MHP 
development. Following this, the design 
approach combining theoretical expressions, 
extensive simulation and modeling were done. 
Finally based on the site data, method of 
turbine selection, determination of flow 
duration curve (FDC) and modeling each 
component of MHP has to be made and 
discussed. The methodologies that were 
followed to accomplish this research are 
summarized in Figure 1. 

 
 

 

Figure 1 Methodology Flow Chart 

RESULTS AND DISCUSSIONS 

Load Demand Analysis  

Table 1 shows the electricity demand analysis 
for the selected rural area. As seen from Table 
1 and Figure 2, the peak load was around 
72.72kW, the average load was 20.02 kW, and 

the minimum load was 0.72kW. In this case, 
the design analysis was done by taking the peak 
load value.  

Table 1 Summary of Load Demand Analysis 
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Time Interval Load in kW Time Interval Load in kW 

7:00AM-8:00AM 0 7:00PM-8:00PM 72 
8:00AM-9:00AM 0 8:00PM-9:00PM 72 
9:00AM-10:00AM 0 9:00PM-10:00PM 0 
10:00AM-11:00AM 0 10:00PM-11:00PM 0 
11:00AM-12:00PM 0 11:00PM-12:00AM 0 
12:00PM-1:00PM 72.72(Peak Load) 12:00AM-1:00AM 0 
1:00PM-2:00PM 0.72 1:00AM-2:00AM 0 
2:00PM-3:00PM 36.72 2:00AM-3:00AM 0 
3:00PM-4:00PM 36 3:00AM-4:00AM 0 
4:00PM-5:00PM 36 4:00AM-5:00AM 0 
5:00PM-6:00PM 36.72 5:00AM-6:00AM 23.16 
6:00PM-7:00PM 72 6:00AM-7:00AM 22.44 

 
Figure 2 indicates the summary of the load 
analysis for the selected rural areas. It was 
found out that, the area has around 1200 houses 
without access to electricity. The purpose of the 

electricity is for lighting, mobile charging, TV, 
microphones, and to drive machines like mill 
machine.  

 

Figure 2 Load Duration Curve of the Site 

 

Determination of Flow Duration Curve 

The flow duration curve (FDC), was used to 
assess the expected availability of flow over the 
time and the power and energy at a site and to 

decide on the “design flow” in order to select 
the turbine. Therefore, a stand-alone system 
such as a small hydropower system should be 
designed according to the flow that is available 
all year round; this is usually the flow during 
the dry and wet season. It is possible that some 
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streams could dry up completely at that time 
[12]. 
Ideally, minimum flow over the year should be 
taken to calculate the design flow to ensure that 
power is available year-round. Thus, only a 
fraction of the available flow in the stream is 
used for power generation [12]. 

 
Firm flow is the flow being available p% of 

the time, where p is a percentage specified 
bythe user and usually between 90% and 
100%[12]. 

Minimum flows were determined according to 
the methodology applied elsewhere[12, 13].For 
this research, the % of time considered for firm 
and design flow wereQ100% and Q95%, 
respectively.The FDC, Figure 3, depicts, the 
flow rate versus % of time of the selected river 
data,the flow that could be available 95% of the 
time or more [13].Thus, the resulting flow 
value for firm flow rate was 0.49m3/s and that 
of the design flow rate was 0.5731m3/s. 
 
 

 

 

Figure 3 Flow Duration Curve of Temecha River 

Figure 4 was developed with MATLAB 
SIMULINK software. It contains the 12-month 
flow rate of the site which are less than or equal 
to the design flow rate. As indicated in the 
figure, greater changes were noted for the flow 
rate of 11 months of the year which was 
equivalent to that of the design flow rate. These 
are represented by the horizontal line. And 
also, the flow rate of February was less than 

that of the design flow rate for 16 days of the 
month. Similarly, the flow rate of March was 
less than the design flow rate for 3 days of the 
month. The flow rate of April was less than that 
of the design flow rate for 1 day. For the flow 
rates that were equal to the design flow rate, the 
system gets enough flow rate for those days 
without interruption. 

 

Q95% 
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Figure 4 Flow duration curve in the penstock  

 

Determination of Flow Head 

The selected site, Temecha River has no head 
by nature, but it has available flow rate 
throughout the year. Therefore, based on the 
literature [16], a small weir was constructed for 
the site based on the following analysis. 
Calculation of the Turbine Efficiency at each 
Flow:- 

• The specific speed adjustment to peak 
efficiency (^𝑒𝑒𝑛𝑛𝑛𝑛) is 
^𝑒𝑒𝑛𝑛𝑛𝑛  = (𝑛𝑛𝑞𝑞−170

700
 )2                                         (1) 

• Runner size adjustment to peak 
efficiency (^𝑒𝑒𝑑𝑑) is 

 
^𝑒𝑒𝑑𝑑 =  (0.095   +  ^𝑒𝑒𝑛𝑛𝑛𝑛) (1 − 0.789 ∗ 
𝑑𝑑−0.2 )                                                      (2) 

 
• Turbine peak efficiency (𝑒𝑒𝑝𝑝) is 

𝑒𝑒𝑝𝑝 = 0.905−𝑒𝑒𝑛𝑛𝑞𝑞+𝑒𝑒𝑑𝑑 − 0.0305 +
0.005𝑅𝑅𝑚𝑚                                          (3) 

𝑤𝑤ℎ𝑒𝑒𝑒𝑒𝑒𝑒,𝑅𝑅𝑚𝑚, 

𝑅𝑅𝑚𝑚 =
𝑇𝑇𝑇𝑇𝑒𝑒𝑇𝑇𝑇𝑇𝑇𝑇𝑒𝑒𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑒𝑒𝑒𝑒𝑒𝑒
𝑑𝑑𝑒𝑒𝑑𝑑𝑇𝑇𝑑𝑑𝑇𝑇𝑇𝑇𝑑𝑑𝑒𝑒𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑒𝑒𝑇𝑇𝑇𝑇

 

(2.8 𝑇𝑇𝑑𝑑 6.1, 4.5 𝑇𝑇𝑑𝑑 𝑇𝑇𝑑𝑑𝑒𝑒𝑑𝑑 𝑇𝑇𝑏𝑏  
𝑑𝑑𝑒𝑒𝑇𝑇𝑇𝑇𝑇𝑇𝑑𝑑𝑇𝑇) 

• Peak efficiency flow (𝑄𝑄𝑝𝑝)  
𝑄𝑄𝑝𝑝 = 0.75𝑄𝑄𝑑𝑑                               (4) 

• Efficiency at flows above and below 
peak efficiency flow (𝑒𝑒𝑛𝑛) 

𝑒𝑒𝑛𝑛 = �1 − 3.5 �𝑄𝑄𝑝𝑝−𝑄𝑄
𝑄𝑄𝑝𝑝

�
6
� 𝑒𝑒𝑝𝑝            (5) 

• The available mechanical power 
produced by the turbine is given by 
𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝜌𝜌𝑑𝑑𝑄𝑄(ℎ𝑔𝑔 − (ℎℎ𝑦𝑦𝑑𝑑𝑦𝑦 +
ℎ𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎))𝑒𝑒𝑡𝑡,𝑄𝑄𝑑𝑑                                   (6) 
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The actual power from the turbine 
(Pdesign) as a function of design flow rate 
is given by: 
𝑃𝑃𝑑𝑑,𝑡𝑡𝑡𝑡𝑦𝑦𝑡𝑡𝑎𝑎𝑛𝑛𝑒𝑒 = 𝜌𝜌𝑑𝑑𝑄𝑄𝑑𝑑ℎ𝑔𝑔(1 − (ℎℎ𝑦𝑦𝑑𝑑𝑦𝑦 +
ℎ𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎))𝑒𝑒𝑡𝑡,𝑄𝑄𝑑𝑑                                        (7) 

• Available power the MHP plant 
The power available and the flow rate 
are related with the equation below 

𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 = 𝜌𝜌𝑑𝑑𝑄𝑄(ℎ𝑔𝑔 − (ℎℎ𝑦𝑦𝑑𝑑𝑦𝑦
+ ℎ𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎))𝑒𝑒𝑡𝑡,𝑄𝑄𝑑𝑑𝑒𝑒𝑔𝑔(1
− 𝑑𝑑𝑡𝑡𝑦𝑦𝑎𝑎𝑛𝑛𝑡𝑡) ∗ 

                          (1 − 𝑑𝑑𝑝𝑝𝑎𝑎𝑦𝑦𝑎𝑎)             (8)   
The actual power from this micro 
hydropower system of (Pdesign) as a 
function of design flow rate by 
assuming generator efficiency of 95% is 

expressed as: 
𝑃𝑃𝑑𝑑 = 𝜌𝜌𝑑𝑑𝑄𝑄𝑑𝑑ℎ𝑔𝑔 (1 − (ℎℎ𝑦𝑦𝑑𝑑𝑦𝑦

+ ℎ𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎))𝑒𝑒𝑡𝑡,𝑄𝑄𝑑𝑑𝑒𝑒𝑔𝑔(1)  
− 𝑑𝑑𝑡𝑡𝑦𝑦𝑎𝑎𝑛𝑛𝑡𝑡) ∗ 

(1 − 𝑑𝑑𝑝𝑝𝑎𝑎𝑦𝑦𝑎𝑎)                                         (9)                                     
Where,𝑒𝑒𝑡𝑡@(𝑄𝑄𝑑𝑑) =
𝑇𝑇𝑇𝑇𝑒𝑒𝑇𝑇𝑇𝑇𝑇𝑇𝑒𝑒 𝑒𝑒𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑒𝑒𝑇𝑇𝑇𝑇𝑏𝑏 𝑇𝑇𝑇𝑇 𝑇𝑇ℎ𝑒𝑒 𝑑𝑑𝑒𝑒𝑑𝑑𝑇𝑇𝑑𝑑𝑇𝑇  

𝑇𝑇𝑑𝑑𝑑𝑑𝑤𝑤 𝑒𝑒𝑇𝑇𝑇𝑇𝑒𝑒 = 86.23% 
𝑒𝑒𝑔𝑔 = 𝑑𝑑𝑒𝑒𝑇𝑇𝑒𝑒𝑒𝑒𝑇𝑇𝑇𝑇𝑑𝑑𝑒𝑒𝑒𝑒𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑒𝑒𝑇𝑇𝑇𝑇𝑏𝑏 = 95% ,
𝐻𝐻𝑏𝑏𝑑𝑑𝑒𝑒𝑇𝑇𝑇𝑇𝑑𝑑𝑇𝑇𝑇𝑇𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑑𝑑ℎℎ𝑦𝑦𝑑𝑑𝑦𝑦 = 7%,
𝑇𝑇𝑒𝑒𝑇𝑇𝑇𝑇𝑑𝑑𝑇𝑇𝑑𝑑𝑒𝑒𝑇𝑇𝑒𝑒𝑒𝑒𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑑𝑑𝑑𝑑𝑡𝑡𝑦𝑦𝑎𝑎𝑛𝑛𝑡𝑡 = 2%,
𝑃𝑃𝑇𝑇𝑒𝑒𝑇𝑇𝑑𝑑𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑒𝑒𝑑𝑑𝑒𝑒𝑇𝑇𝑇𝑇𝑒𝑒𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑏𝑏𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑑𝑑𝑑𝑑𝑝𝑝𝑎𝑎𝑦𝑦𝑎𝑎
=  3%,𝑇𝑇𝑇𝑇𝑑𝑑𝑇𝑇𝑇𝑇𝑇𝑇𝑑𝑑𝑒𝑒𝑇𝑇𝑇𝑇𝑒𝑒𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑒𝑒𝑑𝑑ℎ𝑡𝑡𝑎𝑎𝑎𝑎𝑎𝑎 = 7%   

𝑇𝑇𝑒𝑒𝑒𝑒 𝑇𝑇𝑑𝑑𝑑𝑑𝑇𝑇𝑇𝑇𝑒𝑒𝑑𝑑 𝑇𝑇𝑑𝑑𝑒𝑒 𝑇𝑇ℎ𝑇𝑇𝑑𝑑 𝑇𝑇𝑇𝑇𝑑𝑑𝑒𝑒. 

 
Table 2 shows the summary of the turbine 
parameters as the gross head varies. The 

analysis was done to estimate the gross head 
for the selected river to satisfy the peak load 
required by the area. 

 

Table 1Turbine parameter analysis at variable gross head 
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10 8.6 0.354 273 616 0.0216 0.0033 0.879 0.403 42.5 38.4 
12 10.32 0.354 249 642 0.0127 0.0031 0.887 0.403 51.5 46.5 
14 12.04 0.354 231 665 0.0075 0.0029 0.892 0.403 60.4 54.6 
16 13.76 0.354 216 687 0.0043 0.0028 0.896 0.403 69.3 62.6 
18 15.48 0.354 203 706 0.0023 0.0028 0.898 0.403 78.1 70.5 
19 16.34 0.354 198 716 0.0016 0.0028 0.898 0.403 82.5 74.5 
20 17.2 0.354 193 725 0.0011 0.0027 0.899 0.403 86.9 78.5 
 

As expressed in the demand analysis, the peak 
load was 72.72kW.As seen in Table 2, the 
turbine design parameters that satisfies this 

peak load requirement has 19m gross head and 
0.5731m3/s of design flow rate. Therefore, 
based on the above analysis for this case, a net 
head value of 16.34mwas considered. 
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Selection of Standard Components 

Selection of Turbine 
The parameters values used for the selection of 
turbines are design flow rate ,  Qd=0.5731m3/s 
and net head up to 16.34m. Therefore, from 
turbine selection chart shown in Figure 5, the 

type of turbines may be Cross flow, Kaplan, 
and Propeller. For this case, Kaplan turbine 
was selected, an axial flow reaction turbine 
suitable for low heads. Itwasselected as it can 
handle the variation of flow efficiently and 
since it is more efficient than propeller and 
bulb turbines. 

 
Figure 5 Turbine selection chart based on net head and flow rate [14] 

 

Selection of Generator 
Generator in hydropower system is used to 
convert the mechanical energy produced by the 

hydraulic turbine into electricity. Two types of 
generators are used for hydropower systems 
[13]. These are synchronous and asynchronous 
generators.  Synchronous generators are used 
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for large hydropower system capacities more 
than 10Mw, whereas Induction generators are 
used for low power capacities less than 10MW. 
In [15] the authors states that, in Hydropower 
system either the induction or synchronous 
generators are used. In small hydro power 
systems like MHP plant, induction generators 
are recommended and the size of the generator 

is determined by the output power of the 
turbine [15].Since, this research has aMHP 
system with capacity power less than 10MW, 
which is 74.5KW, induction generator type that 
has a capacity of 75kw is selected for this 
system. 
 
 

 

RESULTS AND DISCUSSIONS 

Mechanical Power Curve 

Figure 6 Turbine mechanical power output curve (mechanical power vs. number of days) 

As shown in Figure 6, the mechanical power 
output from the Kaplan turbine was around 
82.5kW, which was represented by the 
horizontal line and below it for around 20days 
of the year. For example, the mechanical power 
produced during the month of February was 
less than the maximum one for 16days.This 
was because the flow rate of this month was 
less than that of the design flow rate. On the 

other hand, for March, the mechanical power 
produced was around 82.5kw for 27 days and 
less than that for the remaining 3 days. For 
April, the turbine output was 82.5 kW for 29 
days and less than that for 1 day of the month. 
Generally, the above variation of the turbine 
output power was caused due to the flow rate 
variation around the year. 
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Figure 7 Mechanical power vs number of days for February month at different values of Gross Head 

Figure 7shows the variation of mechanical 
power with the number of days at different 
values of the gross head. Obviously, one can 

see that the mechanical power increases asthe 
flow head increases. 
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MHP System Power Curve 
 

 
 

 
Figure 8 MHP system output power curve 

Figure 8 show that the MHP system output 
power versus the number of days of the year 
for each month.  
 
As seen in the figure, the maximum power 
output of the system was found to be 74.5 kW. 
This numerical value was constant for 11 
months of the year. 
 
For the months of February, March and April, 
the output power was below the maximum 

for16, 3 and 1 days, respectively as the river 
flow rate was less than the design value in 
these days. Generally, the system satisfies the 
demand amount for 346 days of the year. 
Thus, if the monthly energy requirements are 
greater than that could be generated by this 
system, then the consumption need to be 
reduced so that it at least matches the available 
energy but in some cases, electronic load 
controller connected to the generator can be 
used to give the balance.
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Figure 9 Final system output power versus flow rate of February at different values of Gross Head 

Figure9shows the MHP System power output 
versus flow rate at different flow head values of 
the site.  
 
The result shows that as the flow rate increases, 
the power output also does. And also, as the 
flow head value increases, the power output 
also does. Therefore, the system power, flow 
rate, and flow head have a direct relationship 
with each other.  
 

CONCLUSIONS 
MHP system solves rural electrification 
problems in remote areas. Therefore, the main 
objective of this research was to model and 
simulate the MHP system in the case of the 
Temecha River.  
 
The uniqueness of this research from previous 
works was summarized below. 

As seen in the simulation result, Figure-8 
shows that with a 16.34m net head and 
0.5731m3/s design flow rate, the electricity 
produced is up to 74.5 kW of power, which is 
enough to be more than current demand of 
72.72 kW of electricity for the site. 
 
From these results, one can conclude that by 
implementing this MHP system, 74.5 kW 
electricity can be produced for around 346 days 
of the year. In general, by implementing such 
an MHP system, around 1200 families can get 
electricity access for lighting, mill machine and 
mobile phones. 
 
As the population and their economic activities 
increased, the researcher recommends the 
society to implement such additional Micro 
Hydropower systems with in a small distance 
of the original one. 
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Most importantly, a general awareness and 
technical understanding of successful Micro-
hydro power technology can be developed and 
fostered at the local and regional levels so that 
rural electrification projects can be 
implemented effectively.Finally, this study 
recommends capacity building in Micro hydro 
power technology, transformation of research 
findings into real products to solve rural 
electrification problems. 
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ABSTRACT 

To this day, numerous maintenance actions 
follow preventive and run-to-failure 
methods. In this work, it has been attempted 
to show the power of predictive maintenance 
(PdM) from vibration data using a machine 
learning technique implementing 
convolutional neural networks (CNN). 
Actual data was collected from six different 
bearings on a machine element fault 
analysis test rig. The bearings were of the 
ball bearing type, where one of them was 
healthy and the rest were faulty at the inner 
race, the outer race, the rolling element, or 
a combination of these three, and another 
had severe damage at either the rolling 
element or the rings. From the vibration 
signatures specific to the health status of the 
bearings, a powerful deep learning 
convolutional neural network model was 
built. The model was able to successfully 
classify the states of bearings with accuracy 
values ranging between 76.7 and 99.9% 
based on unseen data. The results indicate 
that this CNN model can be used as a 
diagnostic tool for undertaking maintenance 
operations.  

Keywords: CNN, predictive maintenance 

1 INTRODUCTION 

Monitoring the state of machinery and its 
health condition is one of the top priorities 
of companies since a huge amount of money 
is invested in equipment. Companies want 
their equipment to last as long as possible, 

and predictive maintenance is the best and 
most prospective way of ensuring that. With 
the advancement of artificial intelligence 
(AI), the lowering cost of sensors, and the 
increasing connectivity among devices 
because of the explosion of the internet, now 
is the time to take advantage of AI for 
maintenance. 

A maintenance program often falls into a 
few categories, each with its own set of 
challenges and benefits. PdM is one of them. 
It is a collection of approaches that employ 
condition-monitoring technologies to 
monitor a machine's performance and 
discover potential flaws before it breaks. 
Too early maintenance can result in money 
being spent unnecessarily, while too late 
maintenance might result in catastrophic 
equipment damage. 

Recently, studies on bearing prognostics can 
be seen as a problem of pattern recognition, 
and several research attempts have been 
made to develop techniques for machine 
health monitoring [1].  Hrnjica et al. [2] 
describe an example of an explainable AI 
(XAI) in the form of a PdM scenario for 
manufacturing. PdM is performed using 
machine learning algorithms to predict when 
maintenance should be performed on 
equipment before it fails. The authors used 
CNN to predict when a bearing will fail 
based on vibration data. Due to 
improvements in machine learning 
algorithms and the accessibility of vast 
volumes of data, the application of AI in 
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PdM has grown in popularity in recent 
years.  

Unexpected bearing failures may force 
companies to pay for repairing and replacing 
the bearing and adjacent components, which 
may also sustain damage, such as housings 
and shafts. Bearing failures reduce a plant’s 
operating efficiency, increase downtime, 
drive the cost of operations up, and, in the 
worst cases, may injure workers. Unplanned 
maintenance increases the chance of worker 
injury. With workers, 28% more likely to 
have an accident at work when performing 
reactive maintenance over proactive 
maintenance, the impact that premature 
bearing failure can have on worker safety is 
clear [3]. 

In manufacturing plants, optimal 
maintenance strategies are necessary to 
ensure system reliability, reduce cost, avoid 
downtime, and maximize the useful life of a 
component [4]. According to a recent article, 
unplanned downtime caused by poor 
maintenance strategies reduces a plant’s 
overall productive capacity by up to 20 
percent and costs around $50 billion each 
year [5]. 

Many researchers have studied condition 
monitoring (CM) using CNN and Deep 
Neural Networks (DNN). Zhang et al. [6] 
showed the domain adaptability of 
classifying different bearing vibration 
signals using CNN. It is one of the most 
notable deep learning models due to its 
shared weights and ability for local field 
representation [7]. CNN can extract the local 
features of the input data and combine them 
layer by layer to generate high-level 
features. In the field of predictive 
maintenance, CNN has shown dramatic 
capability in extracting useful and robust 
features from monitoring data. For one-
dimension (1D) monitoring signals, Qin et 
al. [8] built an end-to-end 1D-CNN that 

reflected the raw vibration signals to fault 
types. The result showed that the proposed 
model was able to achieve about 99% 
accuracy through hyperparameter tuning. 
Furthermore, the applications of CNN in 
remaining useful life prediction have been 
widely investigated.  

There has been immense success in the 
application of CNN to image and acoustic 
data analysis. In this paper, rather than 
preprocessing vibration signals to de-noise 
or extract features, they investigated the 
usage of CNNs on raw signals; in particular, 
they tested the accuracy of CNNs as 
classifiers on bearing fault data by varying 
the configurations of the CNN from a one-
layer up to a deep three-layer model. They 
also inspected the convolution filters learned 
by the CNN and showed that the filters 
detect unique features of every classification 
category. In addition, they studied the 
effectiveness of the various CNN models 
when the input signals were corrupted by 
noise [9]. Guo et al. [10] proposed a deep 
hierarchical architecture of CNN in which 
original data was converted into 2D data to 
classify bearing faults and their sizes. Many 
of the published works of CM with CNN 
approaches show very high accuracy, but 
they were mostly tested on the same dataset. 

Access to datasets is a difficulty while 
investigating machine learning (ML) and 
deep learning (DL) algorithms for fault 
diagnosis because it is difficult and 
expensive to build a realistic mechanical 
fault dataset-producing test-bench. The 
dataset created by Case Western Reserve 
University (CWRU) is the most well-known 
and easily accessible dataset for vibration-
based rolling bearing failure diagnostics and 
has been used as the standard reference in 
numerous papers. In their research, Neupane 
and Seok [11] examined numerous articles 
on deep learning algorithms employing the 
CWRU dataset. Smith and Randall [12] 



Predictive Maintenance of Ball Bearings Using Convolutional….  

Journal of EEA, Vol. 41, July 2023  127 

studied the complete CWRU dataset and 
provided benchmark recommendations for 
diagnostic methodology. 

Mohammad et al. [13] proposed a time-
moving segmentation window to segment 
the raw vibration signal, and the segmented 
signals were decomposed up to two levels 
using the discrete wavelet transform (DWT). 
After that, decomposed signals were 
converted into grayscale images to train and 
test the proposed CNN model. To verify the 
performance of the model, the CWRU 
bearing dataset and the MFPT dataset were 
used. The proposed CNN model achieved 
the highest accuracy in terms of 
performance under different load conditions 
as well as in noisy situations with varying 
signal-to-noise ratio values. The 
experimental findings showed that the 
proposed system was effective and 
extremely dependable in detecting bearing 
faults. Junjie et al. [14] used a CNN based 
on improved soft maximum loss (ISM-
CNN). The constructed CNN could learn 
more subtle features from the bearing 
signals, thereby improving the accuracy of 
bearing signal classification. Besides, the 
algorithm proposed in the same paper 
expanded the training data set to a certain 
extent, so that the parameters of the ISM-
CNN could be better fitted. They validated 
the effectiveness of the proposed algorithm 
on the CWRU open dataset and performed 
ablation experiments to prove it. 

The target of this research study was to 
develop a PdM model for ball bearings 
using CNN to predict the health status of 
bearings before the equipment fails by using 
the vibration signal generated from the 
bearings.  

2 MATERIALS AND METHODS 

2.1 Test-rig and Dataset 

 
Figure 1 Experimental test-rig of PT 500.12 

Figure 1 shows the experimental setup that 
was used. The shaft was connected to a 
motor through a coupling. The motor could 
be operated to a maximum speed of 4100 
rpm. The shaft was connected to the two 
bearing blocks. The bearing block 
immediately adjacent to the motor housed a 
normal (healthy) bearing, which was not 
changed during the entire data acquisition 
process. The second bearing block housed 
bearings with different types of damage 
during the measurement. Bearings were 
fixed into the block by using a retaining 
ring. The bearing blocks had spaces for the 
mounting of accelerometers. 

An accelerometer was fixed to the bearing 
block in such a way that there would be no 
relative motion between them. The threaded 
section was located on the top and sides of 
the bearing block to measure both the 
horizontal and vertical vibration. The 
accelerometer (B&K Vibro’s AS-020) was 
used to measure the vibration characteristics. 
It was mounted on the bearing block that 
contained the damaged bearings. 

The accessory setup contained six roller 
bearings, on which different faults could be 
detected and explained. The accessory setup 
was mounted on the base plate of the 
machinery diagnostic base system PT 
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500.12 roller bearing faults kit. A photo-
contact tachometer was used to measure the 
speed of the shaft. Six different bearings 
with different fault types were used in this 
test. After mounting them on the bearing 
block, vibration patterns were recorded for 
each type. 

The test was done at a shaft speed of 1500 
rpm and a torque of 0.1 Nm. The vibration 
data was recorded at a sampling rate of 15 
kHz for 10 seconds, which resulted in 
150,000 data points. The output of the 
accelerometer was in units of voltage. This 
voltage was then converted into a vibration 
unit known as "G,", which is an acceleration 
unit. The conversion was done by using the 
sensitivity of the accelerometer. The 
sensitivity of an accelerometer is defined as 
the ratio of the output voltage to the 
acceleration being measured. After the 
conversion, the dataset was directly fed into 
a CNN architecture without the need for any 
preprocessing. 

 
Figure 2 Six types of Bearings (SKF 6004) 

with different health status 

The faults were created by introducing 
defects in the bearings. The defects were 
introduced using an electro-discharge 
machining (EDM) by GUNT, the 
manufacturer of the PT 500.12 test-rig 
process to create artificial defects in five 
different parts of the bearings. 

 

 
    ( a)  (b)  (c) 

 
(d)         (e)       (f) 

 

Figure 3 Types of faults and their locations; 
a) healthy bearing, b) damage on outer race, c) 
damage on inner race, d) damage on roller body, 
e) damage on roller body, outer and inner race, 
f) heavily worn bearing 

2.2 Proposed CNN Architecture for 
Bearing Fault Classification 

CNN uses the convolution operation in its 
architecture. This operation was used to 
extract features from the input data. The 
convolution of two functions f and g is 
denoted by f * g and defined as the integral 
of the product of the two functions after one 
is reflected about the y-axis and shifted. The 
formula for the convolution operation is 
given by: 

(f*g) (t) = f(z) f(t - z) dz (1) 

where f and g are two functions, t is a 
variable, and z is a dummy variable for 
integration. 

ReLu is a non-linear activation function that 
is used in CNN. It is used to introduce non-
linearity in the output of a neuron and helps 
prevent over fitting. This function can be 
represented as: 

f(x) = Max(0, x)  (2) 
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A 1-D CNN with multiple (parallel) inputs 
of the same data was used for this study. 
Three different kernel sizes were used for 
the same input data. This was achieved by 
using three parallel convolutional layers. 
After the inputs passed through the three 
paths, they were combined and fed into a 
fully connected layer, which was followed 
by another fully connected layer and an 
output layer. 

 
Figure 4 Proposed CNN architecture for 6 

classes 

2.2.1 Along upper path 

A 1-D convolutional layer with 64 filters, 
with each filter having a kernel size of (200, 
200), was used. A drop-out layer was used 
to avoid over-fitting, and the drop-out rate 
was set to 50%. This means that during each 
forward pass, 50% of the neurons were 
randomly deactivated. A max-pooling layer 
with a pooling size of 20 was also used. Max 
pooling would reduce the dimensionality of 
the output from the convolutional layers. 
This was important to make the model less 
sensitive to changes and more robust. It was 
equivalent to creating a lower resolution of 
the output while still retaining significant 
information. Networks with ReLU 
activation show better convergence, less 
vanishing, and fewer constant gradient 

problems, which has made them the best 
choice on CNN. 

2.2.2 Along middle path 

1-D convolutional layer with 64 filters, with 
each filter having a kernel size of 100 by 
100, was chosen. A drop-out layer of 50% 
and a ReLU activation function were used. 

2.2.3 Along lower path 

1-D convolutional layer with 64 filters, with 
each filter having a kernel size of (50, 50), 
was used. Similarly, a drop-out layer of 50% 
and a ReLU activation function were used. 

Along each path, different kernel sizes and 
max-pooling sizes were used to help the 
model retain different information along 
each path, thus making it robust to changes 
in the data for which the model was 
expected to predict. The input, after passing 
along the three paths, was flattened and 
concatenated together. The concatenated 
output was fed into a fully connected layer 
with 100 neurons and the ReLU activation 
function. After passing through the fully 
connected layer, the input was fed into the 
output layer to produce the prediction. 

2.3 Training the Model 

The input data to the 1D-CNN was 
augmented using a window size of 4500 
data points and a stride of 60 data points. So, 
one input to the architecture was a 4500-by-
1 matrix representing 0.3 seconds of 
vibration duration. This was crucial in 
creating the large number of input data 
points that the model was trained on. The 
model was trained using the Google 
Compute Engine (GPU) through Google 
Collaboratory. The GPU provided by 
Google Colab is the Tesla K80 with 2496 
CUDA cores and 12GB GDDR5 VRAM. 
This compute-optimized engine took no 
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more than 45 minutes to train the model, 
unlike typical CPU computers, which would 
have taken more than 6 hours to train. The 
model was trained for a total of 200 epochs. 
The model was normally trained until it no 
longer showed improvement in accuracy. 
For this particular work, the model 
converged at an epoch of around 200. 

 
Figure 5 Training accuracy Vs number of 

epochs over time 

 

3 RESULTS AND DISCUSSION 

3.1 Prediction 

Two rounds of data were taken for this test 
in different sessions. During each round of 
data acquisition, the bearings were 
disassembled from the bearing block and 
reassembled in place. The accelerometers 
were unmounted. The model was built using 
the first round of data. In this work, the test 
data on which the model was evaluated was 
entirely from a different session. The 
purpose of doing so was to test the 
robustness of the model on completely 
unseen data. 

The results of the prediction are shown in 
the next sections. 

3.1.1 Ball bearing fault 

The vibration data from the second session 
was given to the model to make a prediction, 

and the result was evaluated. The model was 
not trained on this data, but the class of the 
vibration data was known to be of the ball 
bearing fault type. 

 

Figure 6 Ball fault Prediction on second 
round data 

Accordingly, the model gave a probability 
of 99.3% that the bearing had a rolling 
element (ball) fault.  

3.1.2 Inner race fault 
A prediction confidence level of 92.7% that 
the bearing had an inner race fault was 
obtained.  

 

 
Figure 7 Inner race fault Prediction on 

second round data 
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3.1.3 Normal bearing 

 
Figure 8 normal bearing Prediction on 

second round data 
A probability of 99.14% that the bearing 
was normal was obtained.  

3.1.4 Outer race fault 
 

 
Figure 9 outer race prediction on second 

round data 
 

The model gave a probability of 89.2% that 
the bearing had an outer race fault.   

3.1.5 Combination of three faults 

 

Figure 10 Combination of three fault 
prediction 

The model gave a probability of 98% that 
the bearing had three fault combinations.  

3.1.6 Severe wear faults 
 

 
Figure 11 Severe wear fault prediction 

The model gave a probability of 76.7% that 
the bearing had a severe wear fault.  

3.2 Discussion 

The prediction on the second round of data 
was quite satisfactory for all faults except in 
the case of severe wear. The model 
predicted the fault types with an accuracy of 
above 90% for most of the faults. The fault 
of the outer ring is usually difficult to 
predict because the rings are stationary and 
don’t exhibit peculiar vibration patterns like 
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the rest of the components. However, on the 
outer race, an accuracy of 89% was 
obtained, which is a good result. 

For companies, it is usually not that 
important to know what type of fault is 
going to occur. The most important question 
is the health status of the bearing (healthy or 
faulty). The accuracy of the normal bearing 
was above 99%. This is significant for 
increasing the reliability of the model. The 
model is not susceptible to giving false 
positive results. It would have been a bad 
result if the model had predicted a normal 
bearing status as faulty. This would mean 
that operations are not halted for 
maintenance. 

Fairly good accuracy has been obtained 
without using tiresome preprocessing 
techniques that used to be performed on ML 
techniques. Especially for the normal 
bearing health status, the model predicts 
with an accuracy of 99.9%, indicating its 
dependability in identifying whether a 
bearing is healthy or faulty. The CNN was 
able to construct feature representations that 
assisted in the categorization of "normal" 
and "faulty" data, outperforming previous 
approaches, which relied on feature 
selection, and displaying a higher accuracy 
rate [1-5, 16, 19]. 

Many papers validate their work by setting 
aside 30% of their data, of which 70% is 
allocated for training their model's 
performance [11, 12, 15, 17-19]. This study, 
however, used an entirely different session 
dataset to validate the robustness of the 
model.   

Two fault classes (outer race fault and 
severe wear fault) had the lowest prediction 
accuracy: 89.2% and 76.7%, respectively. 
As pointed out previously, the outer race 
doesn’t rotate as much as the rest of the 
components; therefore, it doesn’t exhibit the 

peculiar vibration pattern associated with it. 
On the other hand, the severe wear fault 
doesn’t have a localized fault, and the 
distribution of the fault over the whole 
surface doesn’t make the bearing vibrate 
every cycle as with other fault types. Hence, 
this prevented the bearing from giving a 
purely distinct pattern. 

The model's accuracy of over 99% in 
predicting the bearing's health status is a 
noteworthy accomplishment with broad 
ramifications for businesses that depend on 
machinery with bearings. Its excellent 
accuracy rate demonstrates the model's 
dependability in determining whether a 
bearing is in good condition or not. 
Outperforming earlier methods that 
depended on feature selection, the CNN was 
able to create feature representations that 
helped classify "normal" and "faulty" data. 
Also, this method does away with the 
necessity for time-consuming preprocessing 
methods that were previously utilized with 
ML techniques. The model's dependability 
in determining whether a bearing is healthy 
or faulty is demonstrated by its accuracy of 
99.9% in predicting normal bearing health 
status. 

The significance of this achievement cannot 
be overstated, as it has implications for 
increasing the reliability of machinery and 
reducing downtime due to unexpected 
failures. Companies can now have greater 
confidence in their machinery and plan 
maintenance schedules more effectively. 
This approach also eliminates the need for 
costly and time-consuming manual 
inspections that are often required to identify 
faulty bearings. The model’s ability to 
predict normal bearing health status with an 
accuracy of 99.9% signifies its dependability 
in identifying whether a bearing is healthy 
or faulty and provides companies with 
greater confidence in their machinery. 
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4 CONCLUSIONS 

The CNN framework proposed in this work 
can detect faults by using indicators that 
precede failures and advise maintenance. 
This work demonstrates the potential of 
deep learning methods for fault 
classification and bearing health condition 
monitoring. 

This study has shown that although CNN 
networks were designed for image 
classification, they are sometimes even more 
powerful in classifying vibration patterns 
and tackling the problem of over fitting than 
artificial neural networks (ANNs). 

The paper has also shown that deep learning 
(1D-CNN) is robust to noise and data 
variation. by showing acceptable levels of 
accuracy without the need for preprocessing 
(cleaning) of the vibration data and by 
learning complex patterns in the signal. 

As the quantity of data available expands 
over time, deeper CNNs may be constructed, 
resulting in higher levels of feature 
representation. The model's accuracy can be 
improved if this is achievable.  
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